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Executive Summary 

A final report is given on the systems and methods developed for the automation of the AI@EDGE 

connect-compute platform. The reported achievements largely correspond to the project overall 

Objective 3 on a general-purpose network automation framework. 

The Network and Service Automation Platform (NSAP) hosts the network automation functionality 

within the overall AI@EDGE system architecture. The NSAP makes use of the concept of closed-loop 

network intelligence, where the goal is to relieve the human operator as far as possible from the need 

to take manual action to operate the system. The data-driven AI/ML-based automation functions are 

deployed as Artificial Intelligence Functions (AIFs) in the connect-compute platform. An update is 

given on the architecture of the NSAP together with a summary of its components. 

A Data Collection Pipeline is defined with the purpose to efficiently collect, store, and distribute 

platform monitoring data for the data-driven automation functions. Its interfaces and components are 

described with a focus on data reusability. 

The Model Manager supports the life-cycle management of AI/ML-based automation functions. It deals 

with data feature extraction and model training, the storage of trained models, and monitoring of the 

performance of deployed models. If the performance is becoming unacceptable, the Model Manager 

initiates an update of the model, possibly initiating retraining. 

A set of data-driven methods and algorithms for network automation are described and evaluated. For 

each of the methods presented, a comprehensive overview is provided, including details about the 

methodology employed, techniques utilized, results achieved, and the analysis and conclusions obtained 

from the results, to understand its effectiveness and applications. The methods are grouped into three 

classes as follows. 

(i) Methods optimising the deployment of distributed AI: These address various aspects of placement 

and migration of services at the edge, including optimization of application placement to avoid resource 

fragmentation by minimizing the number of active nodes, automating edge computing node allocation 

to minimize human intervention, placement of AIFs making use of federated learning and hardware 

acceleration, and a general method for split inference and compression of ML models to reduce 

computational costs and processing time. 

(ii) Methods for predicting/forecasting future performance: One method examines how predictive radio 

awareness can be achieved through advanced machine learning techniques, thereby enhancing system 

performance. Another method focusses on how machine learning can predict key performance 

indicators and user mobility to optimize service migration and radio handoffs in a mobile edge 

computing context. 

(iii) Methods for monitoring and preparing data: A monitoring method explore a framework for 

anomaly detection tailored specifically to the challenges posed by highly distributed 5G&B and edge 

computing environments. To address these complex requirements, a Federated Learning based 

framework for anomaly detection approach is devised, ideally suited for processing data dispersed 

across multiple devices and locations within the network. Another method makes use of simulation to 

create datasets for training machine learning-based algorithms. These datasets have been thoroughly 

constructed to act as benchmark tools for the evaluation and comparison of data-driven algorithms. 

Prototype implementations of two NSAP components, the Intelligent Orchestrator Component and the 

Data Collection Pipeline are described. The components, together forming a functional NSAP, are 

integrated and evaluated in the context of the project testbed implementing the connect-compute 

platform. 

The data-driven methods and algorithms do not work without the appropriate data sources. Relevant 

identified data sources include container-level data, physical server-level data, eNodeB and UE level 
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data, WiFi AP-level data, application server-level data and network performance real-time monitoring 

data. An update is provided compared to the previous deliverable. 
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1. Introduction 

This deliverable is the final report on the systems and methods developed in the project for the 

automation of the AI@EDGE connect-compute platform. It covers the conceptual and technical design 

of the project’s architecture for closed-loop network automation, with scalable collection and 

distribution of platform data, and support for AI model life-cycle management. It furthermore contains 

the description and evaluation of automation methods using data-driven AI/ML models for performance 

prediction, resource management, and orchestration of application components. 

There are several scalability aspects in this context relating to using data-driven AI/ML methods for 

network automation and providing support for distributed applications making use of AI/ML, for 

example, involving federated learning. Data-driven methods for network automation make use of status 

and performance data from the network platform, some of which are high-volume real-time data. The 

project develops the concept of a data collection pipeline processing framework to support such data 

sources in a scalable fashion, including the deployment of pipeline processing close to the source and 

sharing the pipeline output between several consumers. The life-cycle management (LCM) aspects are 

also important from a scalability perspective, where training and retraining ML models potentially can 

consume a lot of resources, both in time and energy. 

The methods and algorithms using data-driven AI/ML models are here grouped into three classes, as 

follows. 

i. Methods for optimising the deployment of distributed AI: These are data-driven algorithms 

for placement and migration of services at the edge. Placement algorithms based on distributed 

and deep reinforcement learning, a method for distribution of worker nodes for federated 

learning, and a method for distributing deep neural networks over an edge computing 

infrastructure are presented. (Section 4.) 

ii. Methods for predicting or forecasting future performance: These are methods that from 

comprehensive monitoring of network and compute platform performance, including radio-

level metrics, predict or forecast performance in the near future. These methods form a basis 

for proactive data-driven network management services, including service deployment and 

migration. (Section 5.) 

iii. Methods for monitoring and preparing data: These are methods that deal with monitoring 

of the network and compute platform, and methods for creating and managing data for data-

driven algorithms. A federated learning-based method for anomaly detection, and a method for 

generating data sets that enable the training of ML-based algorithms are presented. (Section 6.) 

The achievements reported in this deliverable are largely corresponding to the project’s overall 

Objective 3 on designing and implementing a general-purpose network automation framework. This 

objective is detailed in the four work-package objectives: (i) defining the technical requirements 

specific to the methods and systems mechanisms planned for development relative to the overall 

AI@EDGE concepts and architecture; (ii) defining the systems-oriented methods for developing 

reusable data models, scalable data propagation and information-exchange, container deployment 

strategies and processes, as well as adaptive security approaches implementing data protection and 

service isolation; (iii) designing the learning methods for secure and resilient infrastructure management 

and performance prediction, largely based on AI/ML for the purpose of supporting automated and 

adaptive deployment processes and resource allocation in line with application specific requirements; 

and, (iv) realizing the tools facilitating development and operation for stakeholder users (application 

developers, service providers/network operators) at the application level. 

Deliverable 3.1 [D3.1], presented work on four automation methods that are not further covered in this 

deliverable. For completeness, they are briefly summarised below. 
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Optimising resource scheduling with machine learning (D3.1, Section 4.1.4) [PerezRamirez23]: A 

common task for network management is to schedule a set of resources over time considering network 

specific constraints. In this work, a machine-learning approach that leverages graph neural networks 

(GNNs) and Transformers is used to solve the combinatorial optimization problem of generating 

interrogation schedules for IoT networks with battery-free sensors. The proposed scheduler is trained 

on small networks using the optimal schedules obtained from a constraint optimizer. Without the need 

to be retrained, it can be deployed to compute schedules for previously unseen networks, while 

outperforming a carefully crafted heuristic by up to 50%. 

Predicting general and application specific user performance from the mobile edge perspective 

(D3.1, Section 4.1.3) [Behravesh22]: Many applications can benefit from prediction of future 

performance to be able to adapt its service. In this work, a performance prediction algorithm using a 

deep neural network is developed that enable a DASH video streaming application to predict the bitrate 

of the next video segment, enabling pre-fetching to reduce access delay, and thus overall service latency. 

Data augmentation to increase the robustness of learning (D3.1, Section 4.2.5): In many cases, there 

is a lack of enough data for training ML-based methods representing a breadth of scenarios or cases. In 

this work, data augmentation is explored as a strategy to not only expand but also enrich an existing 

dataset, thereby enhancing its suitability for training machine learning algorithms. The aim is to increase 

the robustness of machine learning models and mitigate issues of overfitting and underfitting, and 

thereby enhancing generalization performance across a broader range of scenarios or cases. 

Autonomous systems operations and continuous learning processes (D3.1, Section 4.2.3): In the 

context of the project with data-driven methods for network automation in access networks with edge 

computing support, there is a need for continuous training of the methods to cope with dynamically 

changing conditions. In this work, an approach for enabling autonomous system operations with 

continuous learning based on federated learning is described. 

The rest of the document is organised as follows. An update of the project’s architecture for network 

automation, the Network and Service Automation Platform (NSAP), is described in Section 2. The 

NSAP is a framework for closed-loop automated network management that provides an environment 

for data-driven, intelligent, methods that support decision making. This section contributes to objectives 

(i) and (ii). Section 3 describes the data collection pipeline and ML model manager, two important 

functions of the NSAP, contributing to objectives (ii) and (iv). The next three sections describe and 

evaluate methods for network automation, mainly contributing to objective (iii). First, in Section 4, 

methods for optimising the deployment of distributed AI are covered. These are ML-based algorithms 

for placement of services at the edge. Section 5 contains methods for predicting or forecasting future 

performance, in particular for radio-level performance metrics. Then, Section 6 deals with methods for 

monitoring and preparing data. Section 7 describes the prototype implementation of the NSAP platform 

and mainly contributes to objective (iv). Section 8 provides an update of the platform data sources 

described in Deliverable 3.1 [D3.1] contributing to objective (ii). Finally, conclusions are provided in 

Section 9. 
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2. AI@EDGE Network and Service Automation Platform 

In this section, an updated architecture for the AI@EDGE Network and Service Automation Platform 

(NSAP) and its relation to the AI@EDGE system architecture is presented. This provides data-driven 

intelligent automated network management and serves as a basis for the rest of the work in this 

deliverable. The architecture is based on an initial version presented in D3.1 [D3.1] and shown here in 

Figure 1, with updates based on further work in the project shown in Figure 2, including additional 

components such as the data collection pipeline, and interfaces.  

 

Figure 1 Initial AI@EDGE architecture 

The NSAP consists of the components located at the Cloud that provide the means to properly control 

and optimize the performance of the MEC and 5G Systems deployed at the Near and Far Edges and 

also components for collecting and processing data at the near and far edge in order to do data driven 

network automation. The components of the NSAP and its detailed architecture are shown in Figure 2 

and explained in Section 2.1. The details of the Near/Far Edge and Cloud systems are mainly in the 

scope of the AI@EDGE Connect Compute Platform defined in WP4. In this section, the main focus 

will be on describing the NSAP architecture. 

The rest of this section is structured as follows: In Section 2.1, the NSAP architecture is described in 

more detail, with architecture components described in Sections 2.1.1, 2.1.2, and 2.1.32.1.3. 

2.1 Architecture overview 

Figure 2 shows NSAP architecture and its relevant components. The key components of the architecture 

that are central to the NSAP are: 

• Multi-Tier Orchestrator (MTO) - handles coordination of the different orchestrators to 

orchestrate and deploy AI Functions (AIFs) at different levels of the MEC system. 

• Intelligent Orchestration Component (IOC) - provides support to the MTO to make 

intelligent data driven decision on the orchestration of AIFs. 

• The Non-RT RIC is the key element of the O-RAN’s Service Management and Orchestration 

(SMO) component to enable control-loop automations at the 5G RAN. This also includes the 

Operation and Maintenance (OAM) components. 
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• Finally, the Slice Manager intelligently manages MEC and 5G resources to create multi-tier 

slices.  

The MTO, IOC, and Non-RT RIC and their relation to the NSAP architecture are described further in 

this section. The Slice manager can create and deploy multi-tier network slices involving MEC and 5G 

resources with defined SLAs.  It is further described in project Deliverable 2.3, Section 3.1.3 [D2.3]. 

Intelligent management of multi-RAT slices by the non-RT RIC and the rApps are experimentally 

validated in project Deliverable 4.2, Section 4.6 [D4.2], according to defined SLAs.  In an integrated 

scenario, the Slice Manager would be responsible for managing the slices and associated SLAs, and 

announcing them to the rApps. 

In addition to these components, the Data Collection Pipeline (DCP) system that is required to enable 

scalable and trustworthy information exchange across computing overlays. The DCP is used by the 

Model Manager, Data Processor, and Data Collector components to maintain and update machine 

learning models for the AI automation tasks and provides support for collecting and processing data for 

further use by AIFs. In particular, the data collector and the processor components may be running in 

the near and far edge in order to collect platform data from the MEC and RAN systems. Data from the 

DCP can be fed directly into AIFs for real-time use or can be stored at the Data Saver for long-term 

storage. The task of the data collector in NSAP is to provide data for network automation; while 

application data may also be used by AIFs, the collection of this is not the task of the NSAP but is the 

responsibility of the applications, with an interface towards the storage and processing of the DCP being 

provided. The DCP is described in more detail in Section 3.1. 

 

 

Figure 2 NSAP - Network & Service Automation Platform 

A design decision was made to define the NSAP as a service-based architecture with a common service-

based bus enabling the production and consumption of different network services. This type of 

architecture provides an efficient way assembling applications from reusable services and allows 

developers to build applications more quickly. 

The following architectural aspects of the AI@EDGE platform are to be noted:  

• Service-based architecture (SBA) is the approach for interfacing components themselves and 

may be used by the MTO to orchestrate and manage the AIF deployment and management. 

• Data handling reference points are defined between logical components in a way that any 

impact to the live network is localized to the source of data, so the extensions of the existing 

protocols may be used to minimize the impact to the live networks. 

• Domain federation - the deployment of AIFs may span different domains, e.g., distribute the 

components across different domains (e.g., Core, RAN and Edge).  
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• Third-party integration - enables the third-party solution providers to integrate with 

AI@EDGE platform providing AIF application, the complete pipeline or some of the 

components of the pipelines, such as Model component. 

The data driven components of the NSAP like the AI/ML model manager, Data processor and Data 

collector may or not be implemented as part of the Non-RT RIC. This means that the AI@EDGE 

architecture fits well for integration with O-RAN systems but can also be implemented independently. 

The relationship between the AI@EDGE and O-RAN architectures is explored further in Section 

2.1.32.1.3. 

2.1.1 Multi-Tier Orchestrator 

The Multi-Tier Orchestrator (MTO) is the Network and Service Automation Platform (NSAP) entry 

point for the operations related to the onboarding and instantiation of MEC AIFs/apps. The MTO 

enables communication with different types of orchestrators across multiple southbound clients, such 

as: (i) the MEC Orchestrators (MEOs) located at the Near Edge of each MEC System; and (ii) the cloud 

based NFV Orchestrators. Depending on the incoming request, the MTO can issue different 

orchestration operations for the applications lifecycle (e.g., deployment, migration, termination, etc.) to 

nodes located on the near edge or far edge of the network.  

The MTO represents an optional module of the architecture when it comes to deployment. In other 

words, the modular design of both software artifacts enables the deployment of a single MEO if required. 

This could be useful, for instance, in isolated environments where a single orchestrator manages the 

whole networked infrastructure. 

The operation of the MTO can be observed in Figure 3. When the MTO receives a deployment, or 

migration request from the NSAP, the requirements of the specific applications are shared with the 

Intelligent Orchestration Component (IOC) to seek the most suitable solution to the orchestration 

request received. Notice that this procedure is possible thanks to the metric aggregation performed at 

the NSAP, which congregates platform and infrastructure telemetry data coming from various MEOs 

at the NSAP. The infrastructure telemetry data is a sub-functionality of the DCP related to infrastructure 

data and provides an overall view of the status of the various resources available at the various MEC 

systems. The decision of selecting the best candidate location for allocating and deploying the AIF/app 

is computed by the IOC, which belongs to the decision-making module of the network automation 

closed loop stated in D3.1 [D3.1], and it is described in more detail in the next subsection. Once the 

decision is provided by the IOC, the MTO first checks if the descriptor is already on the AIF database, 

and otherwise, it onboards it accordingly. In the case that the values in the descriptor have varied, they 

are also updated in the corresponding descriptor at the database. Then, the MTO proceeds with the 

deployment (or migration) process by communicating with the selected MEC Orchestrator required. 

This operation is performed through the message broker implementing the MTO-to-MEO interface. 

Finally, if the request received corresponds to a deletion process, then the MTO directly communicates 

through the MTO-MEO interfaces with the MEC system where the application is instantiated to proceed 

to kill it an erase it from the system.  
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Figure 3 Operational structure of the Multi-Tier Orchestrator 

2.1.2 Intelligent Orchestration Component 

The Intelligent Orchestration Component (IOC) provides decision support for the deployment and 

migration of AIFs during runtime. It leverages fault, security, and resource management functionalities 

and is situated at the NSAP level, where it interacts with the MTO, facilitating intelligent decisions for 

optimal AIF placement and migrations. 

The IOC obtains platform and infrastructure telemetry data from the Connect Compute Platform (CCP) 

through the Data Collection Pipeline (DCP). This data, including specific metrics from AIFs and MEC 

system-level metrics for resource utilization (CPU, RAM, HW acceleration availability), serves as the 

basis for intelligent, data-driven orchestration decisions. The telemetry may also encompass historical 

data from long-term storage, enabling the IOC to predict resource availability using internal AI/ML 

models. 

When the IOC receives a request from the MTO, it incorporates critical information from the AIF 

descriptor. This includes computational requirements (RAM, CPU, Disk, HW acceleration, among 

others), AIF-specific metrics (throughput, latency, etc.), and potentially information on data locality. 

All collected metrics are aggregated to a MEC system level, providing a global view of each MEC 

System, allowing the IOC to make optimal MEC system deployment decisions, while the task of 

determining the node for AIF placement is delegated to the IARM at the CCP level. In this sense, the 

IARM offers a more granular and real-time view of each node's availability. 
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The IOC continually monitors different MEC systems for anomalies or faults in specific AIFs and nodes. 

Upon detection, the IOC suggests migrating certain AIFs to the MTO to balance the load between nodes, 

ensuring compliance with the minimum requirements specified in the descriptor. 

The internal intelligence of the IOC manifests in various forms, including AI/ML models developed in 

the project to address placement and runtime issues in AIFs. Examples of such models are anomaly 

detection, federated learning models, and AIF placement models, which are elaborated upon in Section 

4. 

2.1.3 NSAP Relation to O-RAN Non-Real-Time RAN Intelligent Controller 

The NSAP in AI@EDGE implements a subset of functionalities of O-RAN’s SMO layer [OranArch]. 

In particular, as shown in Figure 2, the Non-Real-Time RIC is the key element to implement intelligent 

closed-loop automations related to the 5G System at the NSAP level, and to manage the 5G System 

automations present at the Connect-Compute Platform level.  

At the NSAP/SMO level, intelligent network automation is done by the rAPPs, which have access to 

non-RT RIC functionalities (e.g., A1 interface, internal data…) and SMO functionalities (e.g., O1, O2, 

external data…) through the R1 interface. The R1 interface, which is still under definition in O-RAN 

[OranR1], is a service-based interface with Service Management and Exposure (SME) and Data 

Management and Exposure (DME) capabilities in order to facilitate interconnection among rAPPs (as 

service consumers and/or producers). O-RAN is also considering R1 interface as a way to expose 

rAPPs/non-RT RIC services to external entities (e.g., RAN analytics to 3GPP NFs like NWDAF). This 

is aligned with the proposed NSAP architecture shown in Figure 2, where NSAP services can be 

exposed to non-RT RIC and rAPPs through the service-based bus, and vice versa.  

The Non-Real-Time RIC implements the A1 interface termination, which provides the necessary 

methods to manage the closed-loop automations performed at the available Near-RT RICs and xAPPs. 

These methods or functions comprehend the management of policies (A1-P interface), the exposure of 

enrichment information available at the NSAP level (A1-EI interface) and the management of machine 

learning workflows (A1-ML interface). For instance, using these three interfaces, rAPPs can fine-

tunning the operations of the xAPPs through the defined policies, expose data from external components 

to them (e.g., from core network NFs or application servers) or exchange AI/ML model parameters in 

federated learning architectures, respectively.  

O-RAN has started the definition of the AI/ML support [OranAIML], where topics like how to provide 

AI/ML workflow services (e.g., model management, model training, model inference, data 

preparation…) at the non-RT RIC are still under discussion (e.g, rApps only, platform only, or hybrid 

rApp/platform approaches). In any case, the support for multiple types of machine learning as 

supervised, unsupervised, reinforcement, and federated learning is assured and the architecture is 

flexible enough to enable diverse deployment scenarios: e.g., offline/online training at the SMO or the 

non-RT RIC (rAPPs), inference at the non-RT RIC (rAPPs), online training and inference at near-RT 

RIC (xAPPs). In addition, the R1 interface enables the chaining of modular models, since rAPPS can 

consume and produce data and prediction services. In conclusion, AI@EDGE is well aligned with O-

RAN’s view on AI/ML, where the AIF concept could be applied to rAPPs/xAPPs and the proposed data 

pipeline (i.e., model manager, data collector, data processor) could implement some of the AI/ML 

workflows services proposed by O-RAN. In addition, it would facilitate the data and analytics sharing 

between 5G and MEC systems.  
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2.2 Artificial Intelligence Functions - AIF Conceptual Model 

Artificial Intelligence Functions, AIFs, is a central concept of the AI@EDGE project. The project has 

defined a conceptual model in project Deliverable 2.3 [D2.3, Section 2.3.2]. For completeness of this 

deliverable the definition is summarised here. 

The purpose of AIFs is to encapsulate an application’s AI logic so that it can be dynamically distributed 

and provisioned for execution at the edge in the project’s MEC-based connect-compute platform. The 

AIF is thus a kind of cloud native function (CNF) with additional requirements on the infrastructure to 

execute its AI model. The conceptual AIF model with its interfaces is illustrated in Figure 4. 

 

Figure 4 The AIF conceptual model 

The AIF’s interfaces are the following [D2.3]: 

• if1, is the northbound interface used for (re)configuring the AIFs. Its semantics is defined by 

the specific component the AIFs is implementing. For example, this interface could be used to 

set threshold for any of the observed values (CPU usage, signal strength, number-of-connected-

users, etc) below which a management event should be triggered. 

• if2, is the ML control plane interface used to exchange model parameters and support 

distributed and/or federated learning scenarios. 

• if3, is the ML data plane interface used to exchange the data on which the ML model is applied. 

For example, in the case of a load balancing application this could be the stream of radio 

channel quality (e.g., RSRP/RSRQ) measurement originating from the RAN. 

• if4, is the ML southbound interface used to (re)configure another entity. This could be for 

example an external SD-RAN controller. The format of the interface is the one exposed by the 

external entity. 
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3. Data Collection Pipeline and Model Manager  

This chapter details the architectural aspects of the Data Collection Pipeline (DCP) and the new 

component proposed in the AI@EDGE called Model Manager. We start by describing the components 

of the proposed DCP system and then we introduce some Model Managers workflows model update 

scenario and how it uses the DCP components to help the Model Manager to update the models 

efficiently. In this Section, we also present views on how the AI@EDGE architecture can support 

different types of learning. In the next section, a discussion about LCM management using the Model 

Manager is proposed. We conclude this chapter by describing the Model Manager experiments on the 

machine learning models updates. As the AI@EDGE architecture proposes different choices for models’ 

updates (e.g., continuously update, periodic update, and drift detection update), it is the role of Model 

Manager to detect what it is the best way to update the model based on the model’s performance and 

the network resource consumptions.  

3.1 Data Collection Pipeline Conceptual Interfaces and Implementation 

3.1.1 Conceptual Data Collection Pipeline Interfaces 

 

Figure 5 Data Collection Pipeline Interface 

In addition to the updated DCP architecture described in the previous section, new DCP interfaces have 

also been defined, as shown in Figure 5. While the DCP was part of the original NSAP and AI@EDGE 

architecture, it was not clear how it interacted with all other components, so a clearer definition on its 

components and how they are structured, in particular with focus on data reusability, is needed.  The 

figure shows a pipeline and its input and output interfaces. Data can enter the pipeline through the 

following possible ways: 

• Network data. This is data that comes from different network services in the NSAP and can be 

provided either through the message bus interface or directly as raw data. 

• Pipeline 0. As multiple pipelines can be connected to enable more complex services and data 

processing to be created, input to the pipeline can also be received through the message bus 

interface from another DCP. 

• Storage. Finally, data can be entered into the DCP from longer term storage where it has been 

stored by other DCPs or AIFs for future reuse. 

After internal processing of incoming data in the pipeline, it is sent onto the output message bus 

interface. Here it can be consumed by one or more consumers: 

• One or more application services/AIFs may consume the output data to complete their tasks. 

The pub/sub nature of the message bus allows multiple consumers to reuse the same data if 

desired. 

• Pipeline 2. As for the input interfaces, the output of the DCP can also be fed into one or more 

additional pipelines. 
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• Storage. If the DCP produces data that need to be stored for future use by other AIFs or DCPs, 

the output data can also optionally be stored in longer term storage. 

 

Figure 6 Internal structure of data pipeline, with AIF interfaces 

In Figure 6, the internal structure of the DCPs is shown. There we can see that each DCP consists of 

one or more AIF (potentially also other non-AI cloud native functions) that perform the data processing 

of the pipeline. The if3 interface in the AIF is used for data input and output. 

3.2 Model Manager Pipeline 

The Proposed Model Manager Pipeline is illustrated in Figure 7. The blocks that represent the proposed 

architecture are as follows: the data collector, the data processor, the model manager, the data saver, 

and the model saver. Each of these blocks and their relationship are described in the following figure. 

 

Figure 7 Proposed Data Pipeline Architecture. 

Data Collector: it is the component responsible for the collection of the data where the data is extracted 

from the source (e.g., UE). The Data Collector can also be represented in the “data in” description of 

the Figure 5 where the data will be collected. 

Data Processor: This component is responsible for processing the data and extracting the necessary 

features to deliver it to the correct applications. It is responsible for the “Map to Model” step where it 

maps the current data to the model that is requiring that data. “Clean” when all unnecessary or corrupted 

data that may remain are removed. The “Randomize” step is where the data is randomized to improve 

security. The “Anonymize” step where it adds another level of security to that data by anonymizing it. 

“Extract the feature” where all the necessary features of the data are extracted. “Metadata enhance” 

where we improve the metadata of the data to improve the management of that data. 

Data and Model saver: This step is where the data is going to be saved. If the data is in the “raw” 

format, then the data should be stored in the “raw data” repository. However, if the data is processed 

and the features extracted, then this kind of data should be stored in another repository called the 

Storage

AIF0 AIF1 AIFn…
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“Insight & data processed” repository. The “Data saver” is composed of four tasks: “Authenticate” and 

“Metadata refine” which is the same type of processing as described in the “Data Processor” component 

and this is done just to improve the security and the quality of the data that will be stored.  

After the security improvement, the data is compressed at the “Compress” step, and it is stored at the 

“Store” step. It is important to highlight that the “Data Saver” and the “Model Processor” can be done 

at the same time in parallel. Furthermore, the Data and Model Save can store machine learning models 

and, before saving it, the step called “Process” is done where it is to make sure the metadata is valid. 

This is done in the “Metadata lookup”. Then, the next step is to compress the model (done in the 

“compress” step) and save the model (done in the “save” step). Concluding, the Data and Model Saver 

can make use of the data storage component illustrated in Figure 4 of Section 3.1.  

Model Manager: This component is responsible for the evaluations of the performance of the model. 

After the deployment of a model in the AI@EDGE networks, it is necessary to monitor its performance 

to check if it is necessary to update the model. This monitoring is important as the characteristics of the 

data can change over time and this will result in a decrease in the performance of the model. It is the 

role of the model manager to detect this decrease in performance and to suggest the necessary actions 

to be taken. 

3.2.1 AI@EDGE Architecture support for different types of ML AI 

The AI@EDGE architecture supports multiple types of ML AI that include supervised, semi-supervised, 

unsupervised, reinforcement, and federated learning, respectively.  

Supervised learning, where there is access to a dataset and all data are annotated, is the most 

straightforward learning type supported by the AI@EDGE architecture. The NSAP, Near Edge, and Far 

Edge domains can deploy models based on supervised learning. For the NSAP case, the structured and 

labelled data are stored in the Data Processor’s database, that contains data from all other domains. 

Similarly, for the Near Edge, the labelled data are stored in the Data Processor’s database. However, 

unlike the NSAP database, the Near Edge database only considers data from the domains controlled by 

the MEC orchestrator. Having different databases, it is possible to instantiate AIFs that consider the 

supervised cases in different domains. This means that it is possible to have an AIF in the NSAP that 

may oversees the end-to-end services. This approach also supports both semi-supervised and 

unsupervised learning since they consume data from the repositories, even though the data is not fully 

labelled. For the Far Edge, it can deploy models even considering the restricted network resources. 

However, a decision of how to split the processing and data collector should be manager as Far Edge 

contains limited resources consumptions. 

3.2.1.1 Reinforcement learning 

Reinforcement learning, where there is a feedback mechanism on the actions taken to improve model 

performance, data could be readily available from the Data Producer and the Data and Model database. 

Here we consider three domains capable of deploying AIFs with reinforcement learning: NSAP, Near 

Edge, and Far Edge. For the NSAP and Near Edge two modes of reinforcement learning are possible, 

namely live and mirror.  For the live case, the data that comes from the environment is fed directly to 

the Agent to make decisions of what actions to take. This enables ultra-low latency services. For the 

mirrored case, where a model can be trained with live data but without taking actions that impact the 

network, data can be augmented with the Data Processor’s database, ensuring that a model could be 

replaced in case the performance of the original model downgrades. For the Far Edge, since resources 

are scarce, only the live reinforcement method is supported with data coming from the Model Consumer. 

The model on Far Edge could be changed using the Data and Model pipeline. Like with supervised 

learning, data needs to be stored in the Data Processor’s database. However, there are cases where 

privacy and security are a must, where federated learning is required. 
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3.2.1.2 Federated learning 

For federated learning, where data are local and only parts of the model are sent to a centralized location, 

we consider distributed store too. This means that both the NSAP and the Near Edge domains support 

federated learning. For traditional federated learning, where the model updates are sent to a central 

repository, the Model Processor in the NSAP receives the updates from all Model Processors in the Far 

Edges. This ensures data remains decentralized, usually stored in the Near Edge’s Data Processor’s 

database. It is also possible to deploy federated learning AIFs without the NSAP. In this case, the Near 

Edge Model Processor is responsible for aggregating the model updates coming from other Edges. This 

ensures that data under the AI@EDGE architecture remains local and private. Furthermore, other 

learning types such as assisted learning, where data and models remain local, are also supported. 

3.3 LCM workflow illustration 

Until now, the discussion about data pipeline should not only be able to handle the aspects regarding 

the data such as how to bring the data to the correct application, how to preprocess the data and extract 

the necessary features, and how to store the data efficiently. Going one step further, this section will 

describe how the proposed Model Manager pipeline will handle aspects of the machine learning life 

cycle management such as monitoring a machine learning model that is running to be sure that its 

performance is not under the expected and, if this is not the case, how to re-train the model and how to 

do it efficiently.  

It is known that future mobile networks will be capable of handling and storing dozens, hundreds or 

even thousands of machine learning models. Based on this, the idea of a repository to store all these 

models becomes important. AI@EDGE aims to use this concept and bring innovations and answer 

questions such as “how to select the best model for deployment?”.  

To contextualize this question, consider an example of a latency prediction model that was trained 

offline using a dataset with a distribution probability and it was deployed and running. In this scenario, 

there is an entity called a “model manager” that is responsible for monitoring the model performance 

to make sure that the model is capable of correcting and predicting future latency. However, at some 

time step, the statistics of the current data change in such a way that the model is not able to predict the 

latency correctly. This change in the probability distribution will result in a decrease in the model 

performance. If the decrease in performance is critical, then it is necessary to re-train the model to match 

with the new probability distribution. Based on this scenario, the question “how can we effectively re-

train our model or replace our model?”. Considering the approach of our Model Manager pipeline, three 

different scenarios or different ways that we can re-train our models are available: 

• Scenario 1: we can collect the data and re-train a model from scratch. 

• Scenario 2: we can reuse the data that we collected before and train our model. 

• Scenario 3: we can replace our model with a compatible one. 

Doing an analysis of the time of each scenario, Scenario 1 is the slowest scenario because the time that 

is necessary to collect all the necessary data to compose a training dataset can be prohibitive and, in 

addition to this, the training time from scratch can vary from minutes and hours until days depending 

on the application and on the dataset size. Scenario 2 is an update of Scenario 1 because there is no need 

to collect the data on runtime because a database that can represent the statistics of the current data in 

an acceptable way can be reused and, therefore, the only time that is necessary is the training time. 

Concluding, Scenario 3 is the fastest one because instead of collecting the data and training the model 

from scratch, AI@EDGE uses a model repository and stores a model that was used in the past and when 

a re-training is needed, the AI@EDGE Model Manager pipeline just replaces the current model by a 

compatible one. 



 

 

D3.2 Final report on systems and methods for AI@EDGE platform automation 

 

 

AI@EDGE (H2020-ICT-52-2020)  24 

 

In summary, Table 1 illustrates all the necessary times for each scenario. All the Scenarios are described 

with more details in the following subsections. 

Table 1 Necessary time to re-train a model for each Scenario 

Scenario ID Collecting data Training the model 

Scenario 1 Included Included 

Scenario 2 Not Included Included 

Scenario 3 Not included Not Included 

3.3.1 Scenario 1: Collecting the data and training the model 

This scenario is the simplest one and it is described in Figure 8. In this scenario, an Inference AIF is 

running a model, and this model is being monitored by the Model Manager and this is done when the 

Model Manager receives the PREDICTION, PERFORMANCE, CONFIDENCE, and the key to access 

the model metadata. After receiving this information, the Model Manager compares the CONFIDENCE, 

and the PREDICTION with the information described in the Model Metadata (the model metadata is 

accessed using the modelRef key). After this comparison, the Model Manager realize it needs to update 

the model. The first step before updating a model is to check in the Model database if there is a 

compatible model that can be used for model replacement. As, in this scenario, this is not the case, then 

the Model Database returns “noCompatibleModel()” as output. As there is no compatible model, the 

current model needs to be trained again. However, before starting the training, it is worthy to check in 

the database if there is a previously stored database that is similar enough with the current data. However, 

in this scenario there is no database previously stored.  Then, it is necessary to collect enough data to 

be used as a training dataset. All this is done by the training AIF which is deployed by the MEO / MTO. 

The Model Manager pipeline in this scenario is responsible for collect the data, extract its features, and 

deliver to the training AIF for the training to be executed. Also, the new trained data should be stored 

in the dataset to check if it will be used in the future. This is one of the ways that the Model Manager 

pipeline provides data reusability (instead of collecting again the data, the Model Manager pipeline 

should be smart enough to check previously in the database if there a good dataset to be used in the 

training). 

After the model training step, the new updated model is stored in the model database for future check. 

For example, if in the future the statistics of the data changes back to the one that was collected now, 

instead of collecting the data again, the Model Manager pipeline just uses the data that was collected 

now. 
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Figure 8 Scenario 1 workflow: compatible model not found 

3.3.2 Scenario 2: There is compatible data but no compatible model 

As mentioned in the previous scenario, the new data was collected and stored in the database. Now, 

consider a future timestamp where completely different data is being consumed by the network. If the 

data statistics change to the same or similar statistics to the data that was collected in the previous 

scenario, the Model Manager pipeline can take advantage and use this dataset instead of collecting all 

the data again. This scenario is illustrated in Figure 9. The workflow starts in a similar way with the 

Model Manager checking the model's performance and comparing it with the information stored in the 

model metadata. Then, the Model Manager realizes that the model needs to be updated. As usual, the 

first step that the Model Manager takes is to check in the Model database to see if there is a compatible 

model for replacement. As, in this example, there is no compatible model, then the Model Manager 
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checks in the database if there is a compatible database that has similar characteristics with the current 

data that is being consumed by the model. As this data was previously stored (consider, for illustration 

purposes, that the data was collected in the previous scenario). Then the Model Manager asks for a 

training dataset to be deployed and requires the training data to train a new model using the database 

that was collected. This is an improvement on the previous scenario as no duplicated data was collected. 

After the training, the new model is registered and stored in the Model database. Here, the Model 

Manager pipeline was acting directly to improve the MLOps performance as the non-duplicated data 

was used. However, the Model Manager can go one step further and take advantage of all these models 

that are being stored over time. This advantage is described in the next scenario. 

 

Figure 9 Scenario 2 compatible model  

3.3.3 Scenario 3: There is a compatible model 

This scenario is an improvement over the scenario 2. The idea is that, as many model are being stored 

over time, we could end up with a considerable amount of model and the Model Manager can take 

advantage of all these previously stored model by applying the model reusability feature that is 

described in this example which starts in the same way as the previous one by the Model Manager 

collecting all the necessary information of the monitored model to check if the model performance is 
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acceptable. If this is not the case, then the model needs to be updated. The first step here to update the 

model is to check in the Model Database if there is a compatible model that can be reused again. In this 

scenario, a compatible model is found. Then, the role of the Model Manager is just to ask to the inference 

AIF to update the model.  

 

Figure 10 Scenario 3 workflow 

Verifying which compatible model for model replacement requires a smart way to organize the model 

database for fast model selection. How to organize the models in the model database is one of the 

contributions of the Model Manager paradigm. Furthermore, these three ways to update a model 

provides an overview of how the Model Manager pipeline can be used to improve the Model MLOps 

by giving faster time response using the data reusability and model reusability feature.  However, there 

are other possible ways in which a model can be updated (e.g., update a model continuously, periodic 

or based on event). All these workflows can be found in D2.3 [D2.3]. 

3.4 Model Manager experiments 

In this Section, we describe how the Model Manager updates the model based on the available updating 

method (continuously, periodic, or based on drift). We are not considering the model replacement as 

discussed before, just how the Model Manager evaluates its performance in updating the models 

continuously, periodic or based on drift detection. We would like to start by highlighting the Model 

Manager logical view. The Model Manager can manage models that are in different physical domains 

such as the cloud, near edge, and the far edge. Each physical domain has different network resources 

availability, and the Model Manager should take this into consideration when deciding how to proceed.  

As the Model Manager will work based on the Machine Learning models’ performance and the 

available network resources, it is not a trivial problem to check if the Model Manager is doing his role 
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properly. As an example, imagine the following scenario: a stakeholder has deployed a model 𝔸 with 

accuracy performance of 90%. Then, the Model Manager checks that it is possible to retrain the model 

to increase the accuracy to 95%, however, to achieve that new accuracy, it is necessary to train the 

model for three days using four different GPUs. Now, the question is: is it worthy to spend all these 

network resources to increase the model accuracy by 5%? To start answering this question, a first step 

is to present all the metrics that the Model Manager considers, and this dialogue is presented in the next 

subsection. 

3.4.1 Model Manager Metrics and Performance Evaluation Designer experiments 

 

Figure 11 Model Manager metrics 

It is important to understand how to measure the Model Manager performance to check if its role is 

being achieved. However, this is not an easy task as different variables need to be considered when 

evaluating the Model Manager performance. As an example, Figure 11 described all the variable 

considered to evaluate the Model Manager performance. It is possible to see that the variables are from 

different domains (e.g., Root Square Mean Error (RSME) and CPU/GPU usage). The scope of this 

section is to have a discussion regarding how to use these different variables to compute the Model 

Manager performance. 

First, if we would like to evaluate the Model Manager performance, it is easier if this performance can 

be measured in a quantitatively way. If we can assign a single number 𝑥 ∈ ℝ. We can call this number 

𝑥 as score. The idea is that a higher score value represents a better Model Manager performance, and a 

small score would represent a poor Model Manager performance. After defining the score value, we 

need to understand how we can use all the different metrics presented in Figure 11. For this paper, we 

have considered some metrics such as task dependence and independence metrics, system health metrics 

and model manager domain metrics. Each of them will be described in the next subsection. 

3.4.1.1 Task Dependent Metrics 

These metrics are related to the specific task that the model is working on. For example, for object 

detection the metrics can be mean Average Precision (mAP), for classification can be accuracy. As in 

this paper we are considering the user case of mean end-to-end latency prediction, the Root Square 

Mean Error (RSME) metrics is chosen.  
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To define the RSME, we need to consider the model that will be deployed in the network to predict the 

future latency. This model will receive an input vector of 𝑁 samples 𝑋 ∈  ℝ𝑁 and outputs the vector 

�̂� ∈ ℝ𝑀 containing the next 𝑀 latencies predictions. To use the RSME metrics, we need to compare 

the  �̂� ∈ ℝ𝑀 predictions with the correct latencies 𝑌 ∈ ℝ𝑀 values. We can define the RSME used in 

this paper as  

𝑅𝑆𝑀𝐸 =
1

𝑚
 √ ∑ (𝑦

�̂�
− 𝑦

𝑖)
2

𝑚−1

𝑖=0

 

3.4.1.2 Task independent metrics 

All the metrics that are not directly related to the specific task are classified as Task independent metrics. 

In this work, we are only considering the drift metric. As defined in [Lu19], drift (or concept drift) is 

defined when the statistics properties of a domain changes over time. More precisely, given a time [0, 𝑡], 
the input vector 𝑋  and a label vector 𝑌 . A concept drift occurs at time 𝑡 + 1  when 𝐹0,�̂�(𝑋, 𝑌) ≠

 𝐹𝑡+1,∞(𝑋, 𝑌) where 𝐹0,�̂�(𝑋, 𝑌) is the probability distribution of the input vector 𝑋 and output vector 𝑌 

starting from time 𝑡 = 0 until  𝑡 =  �̂� and  is the same probability distribution but from time 𝑡 =  �̂� + 1  
and ∞. To detect this drift change, one possible approach is to use the Kullback-Leibler (KL) divergence 

[Cover91]. This metric is defined as  

𝐷𝐾𝐿(𝑃 || 𝑄) =  ∑ 𝑃(𝑥)𝑙𝑜𝑔 (
𝑃(𝑥)

𝑄(𝑥)
)

𝑛−1

𝑥=0

 

where 𝐷𝐾𝐿(𝑃 || 𝑄) is the KL divergence between the 𝑃 and 𝑄 distributions and both distributions have 

𝑥 samples. The 𝐷𝐾𝐿(𝑃 || 𝑄) value is proportional to the divergence between the 𝑃 and 𝑄 distributions. 

To define if a drift is detected, we need to define a threshold 𝜆. To detect the concept drift, we need to 

compare KL divergence between the current distribution 𝑃 and the distribution used to train the model 

which is defined as 𝑄 . After computing the KL divergence, we just compare this value with the 

threshold 𝜆. If this value is greater than 𝜆, then the concept drift is detected. Otherwise, the concept drift 

is not detected. As the concept drift depends on the 𝜆 value, a high value for 𝜆 will result in a non-

sensible concept drift algorithm in which the concept drift will only be detected even there is a huge 

different between the distributions. Otherwise, a small value for 𝜆 will result in a sensible concept drift 

detection where a small change in the distributions will result in a trigger to inform the Model Manager 

that the concept drift is detected. 

3.4.1.3 System Health Metrics 

System Health Metrics are the ones related to the system resources consumption. In this work, we 

selected the GPU/CPU usage which is defined as the 0 ≤ 𝑥 ≤ 1 ∀ 𝑥 ∈ ℝ  where 1 means that all the 

CPU/GPU resources are being used. Otherwise, 0 means that no CPU/GPU resources are being used. 

Latency per prediction is the time that is necessary to predict the future latency �̂�, this value is given in 

milliseconds. The last System Health Metrics is the IO/Memory which is defined as how much the 

RAM memory is used and this value is described in the same way as the GPU/CPU usage. 

3.4.1.4 Model Manager domain Metrics 

The most abstract measures are the ones classified as Model Manager domain metrics. These metrics 

are defined as the one directly related to the Model Manager functionality. The following metrics are 

described as follows: 

• Model Training: all the resources used to train a model. Includes the CPU/GPU usage, storage 

resources, memory usage. 
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• CPU/GPU usage: how many CPU/GPU is necessary to run the Model Manager instance. 

• Model deployment: how many resources are being used to deploy a specific model. Can include 

CPU/GPU usage, storage resources, memory usage.  

• Detection speed: how fast the Model Manager detects that it is needed to update the model. 

• Storage Amount: how many storages is being used by the Model Manager. The storage includes 

all the databases with the collected data and the Model repository including all the model 

managed by the Model Manager. 

• Trained Models: how many models are being trained by the Model Manager. 

3.4.2 Model Manager Score Definition 

After defining all the necessary metrics for the Model Manager, it is time to develop an equation that 

represents how good the Model Manager performance is. The goal is to include all the metrics described 

in the previous sections and compute a single value 𝑆𝑚𝑚 ∈ ℝ  that describes the Model Manager 

performance. This is not a trivial question as there are metrics from different domains with different 

ranges.  

The Model Manager Score 𝑆𝑚𝑚 is defined as 

𝑆𝑚𝑚 =
∑ 𝛼𝑖𝑀𝑖

𝑘−1 
𝑖=0

∑ 𝛽𝑗𝑂𝑝𝑗
𝑙−1 
𝑗=0

 

where 𝑀𝑖 is the performance of the 𝑖𝑡ℎ  model (RSME, Accuracy). In this equation, there are 𝑘 models 

available; 𝑂𝑝𝑗 is the 𝑗𝑡ℎ operation metric (e.g CPU/GPU Usage, RAM usage) and each metric can be 

weighted by the 𝛽𝑗. In this equation, there are j different metrics to be computed. Furthermore, 𝛼𝑖 and 

𝛽𝑖 are both hyperparameter and are defined by the user.   

The equation above shows that the model performance is proportional to the Model Manager Score 

value. However, as in our experiments we are using the latency prediction use case and the chosen 

model metric is RSME, we need update to adapt the equation above for the following reasons. First, we 

decided that a high Model Manager Score means a good performance. However, a high RSME means 

a bad model performance. As we need to minimize the RSME as much as possible, we need to find a 

way to map a low SME value to a high Model Manager Score. The chosen way is to update the equation 

above by putting the model performance in the denominator as 

1

∑ 𝛼𝑖𝑀𝑖 × ∑ 𝛽𝑗𝑂𝑝𝑗
𝑙−1
𝑗=0

𝑘−1
𝑖=0

 

For simplification purposes we are not considering the effects of 𝛼 and 𝛽 in our experiments. Then, we 

set them to 1 resulting in 

1

∑ 𝑀𝑖 ×  ∑ 𝑂𝑝𝑗
𝑙−1
𝑗=0

𝑘−1
𝑖=0

 

Another aspect we should consider in our experiment is that we are using a single model. Therefore, 

𝑘 = 1. This will be resulting in the final equation to compute 𝑆𝑚𝑚 used in this paper. 

𝑆𝑚𝑚 =  
1

𝑀0 ∑ 𝑂𝑝𝑗
𝑙−1
𝑗=0
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3.4.3 Model Manager: experiments description 

In this section, all the details regarding the experiments design are described. We have divided this 

section in two parts: Models Updates Parameters and Dataset Generation. The latter will explain all the 

details regarding when a model will be updated, and the latter will explain how the dataset used in this 

work was created. 

3.4.3.1 Models Updates Parameters 

For the experiment design to evaluate the Model Manager performance, we choose three types of model 

updates: Continuous, Periodic, and Drift (please see Figure 12). Continuous update means that the 

model will be updated after every prediction with 𝑥 different samples, periodic means that we will 

update the model at each 𝑥 sections and by drift update we mean that we will update the model only 

when a drift is detected. 

 

Figure 12 Model updates description 

As described in Figure 12 by continuous training we update that the model at each 1, 10, 100, 1000, 

and 100000 samples. Updating model at each 1 sample gives more fast time response with the drawback 

of the computational cost as we need to constantly train the model every time that a new sample appears. 

On the other extreme, updating the model only after 10000 samples requires less computational cost 

time but the model update latency (i.e., the necessary time to update the model) is higher. In our 

experiment, to compute the Model Manager score 𝑆𝑚𝑚 we take into consideration both elements: the 

model accuracy and the computational cost necessary to update the model. 

Updating a model after drift means that constantly we will check if a data drift was occurred. To check 

the data drift, we use the Kullback-Leibert difference and, if the divergence is higher than the threshold 

𝜆, then the drift is triggered, and the model is updated. 

The periodic update means that, at every 𝑥 samples, the model is updated. As described in Table 2 in 

the periodic wise approach, we update the model at each 60, 30, and 600 seconds. This update is 

independent of drift or the model performance metrics which means that the model will be updated even 

if the model accuracy remains the same. 

Table 2 Experiments Parameters 

Factor Levels 

Number of samples for 

continuous 

1 10 100 1000 10000 

Drift Threshold 0.125 0.25 0.5 1.0 

Periodicity (sec) 60s 300s 600s 
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Time horizon 12 hours 24 hours 

Data drift 10% 30% 

3.4.4 Dataset generation 

To generate all the datasets used in this experiment, we used the pareto distribution. This probability 

distribution will tell if a UE will be active or idle. We can manipulate the UE by changing the pareto 

distribution parameters. We have used 30 different Ues 𝑈𝐸 =   [ 𝑢𝑒1, 𝑢𝑒2, 𝑢𝑒3, 𝐼, 𝑢𝑒30]𝑇 . At each time 

stamp, each 𝑈𝐸𝑖 will be active if a random value 𝑥 generated by the pareto distribution is higher than 

𝛽 =  0. When the UE is active, it starts to send messages of 𝑋𝑋 Kbytes to the cloud. Each 𝑈𝐸𝑖  has a 

corresponding latency 𝑙𝑖    between the UEs and the cloud. Let us define the latency vector 𝐿 =
  [𝑙1, 𝑙2, 𝐼. . . , 𝑙30] ∈ ℝ15 where each latency 𝑙𝑖 corresponds to the latency between the 𝑢𝑒𝑖 and the cloud. 

Finally, to generate the dataset, we define the average latency  𝐿𝑎𝑣𝑔 as 

𝐿𝑎𝑣𝑔 =
1

30
∑ 𝑙𝑖

30

𝑖=1

 

Figure 13 shows all the datasets generated in this work. Starting by the training dataset, each value is 

the average latency. The test dataset has an average drift of 10% (e.g, the average is 10% higher than 

the average of the training dataset), and the second test dataset has an average drift of 30% (e.g., the 

average is 30% higher than the average of the training dataset) 

 

Figure 13 Training dataset (left), test dataset with 10% of drift (middle) and test dataset with 30% of drift (right) 

3.4.5 Model Description 

The model used in this work is a prediction model. Figure 14 describes the model and, as it is possible 

to see, it is composed of six different layers: the input layer which received the last 15 latency measures 

𝑋 = [𝑥𝑡−15, 𝑥𝑡−14, 𝑥𝑡𝐼 , . . . , 𝑥𝑡]𝑇 ∈ ℝ15  where 𝑡  denotes the timestamp value containing the 15  last 

latency measures. The next layer is the LSTM layer that will contains 20 units per layer. To improve 

the model generation performance, a dropout layer with a dropout rate of 0.2 is added between each 

LSTM layer. Furthermore, a fully connected dense layer with 𝑋 neurons is added after the second 

LSTM layer. The output of the model outputs the next 15 latencies measures and it is a vector �̂�    =
 [�̂�𝑡+1, �̂�𝑡+2, 𝐼, . . . , �̂�𝑡+15]𝑇 ∈ ℝ15. The learning rate of the training is 0.001 and we have used the Adam 

optimizer. To compute the model performance, we need to collect the real measures values 𝑌 =
 [𝑦𝑡+1, 𝑦𝑡+2𝐼, . . . , 𝑦𝑡+15]𝑇 ∈ ℝ15  and we compare with the predicted latency �̂�  using the RSME 

equation: 
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𝑅𝑆𝑀𝐸 =
1

15
√∑(�̂�𝑡 − 𝑦𝑡)2 

15

𝑡=1

 

 

Figure 14 Prediction model description 

3.4.6 Model Manager results 

The results presented in this Section can be divided into two types: 12h results and 24h results. 12h 

results means that the data was generated and collected during an interval of 12h. The same applies to 

24h results. In the following, the results for 12h is described. 

3.4.6.1 12h results 

Figure 15 (a) shows the Model Manager score 𝑆𝑚𝑚 for each type of model updating. Higher values 

mean a better score and implies a better Model Manager performance. The x-axis value represents a 

type of model updating and it is composed of three fields: the first one it is the update name, the second 

it is how many samples we are considering and the last one it is about the drift value in percentage. As 

an example, the first element of the x-axis is called drift_1000_30 which is the result when the model 

updates by drift detection, and the dataset has a drift of 30%.  

As all the results are ordered, therefore, the most left value represents the better one. In this experiment, 

the best way to update the Model considering the model performance maximization and network 

resource consumption minimization it by drift when the drift of the test data it is 30%. 

To continue, the most important results come from some deeper analysis. The first one it is that all the 

drift updating methods present a very high Model Manager Score 𝑆𝑚𝑚 if compared with the remaining 

ones. This fact leads to the conclusion that, in this experiment, the best way to update the model is by 

data drift detection. It does not matter if the drift is by 10%, 30% or 50%, the best choice to update the 

model is to apply the drift detection algorithm. However, this does not mean that the drift leads to a 

better model performance but, when we consider the model performance maximization and the network 

resource minimization, updating the model by drift it is the best choice. This discussion becomes clear 

when we check only the model performance evaluation as described upper right-side plot of Figure 15 

(b). In this picture, the continuous learning gives the best Model Manager performance. This means 

that, using continuous approach, the model will lead to better results. The drawback is that the 

computational cost necessary to implement the continuous approach it is too high resulting in a poor 

overall performance. 

3.4.6.2 24h results 

The last part of the results deals with the data that was generated and collected during a time interval of 

24h. The purposes to increase the duration of the experiment it is to have a better generalization view 

of the results. As discussed in the 12h results subsection, Error! Unknown switch argument. (c) 

represent the same Model Manager Score 𝑆𝑚𝑚  for different ways to update the model. The results are 

like the 12h experiment scenario with the drift methods having the best Score 𝑆𝑚𝑚 when compared to 

other models. The main difference it is the order of the drift positions. Furthermore, Figure 15 (d) 

represents the Model Manager results when only the Model Performance it is considered, and the results 

are like the 12h experiments with the continuous approach giving the best model performance results. 

The drawback of this approach is that the computational resources that it is needed it is too high.  
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The results presented in both experiments highlights that it is not a trivial question to decide which 

update model method we should use in our network. Some of them can give better results such as the 

continuous learning approach but depending on the network resources availability, maybe it is not going 

to be the best decision. For example, update the model by drift detection can represents a good trade-

off between the model performance and the network resource consumption. The Model Manager score 

𝑆𝑚𝑚 metrics it is effort to quantify the model performance and the network resource consumptions in 

a single number to easily inform the user how good or how bad the Model Manager is doing its job. 

 

Figure 15 Model Manager results 

3.4.7 Discussion and conclusion 

This work presented a component called Model Manager which has the role of monitor the model’s 

performance and decide the best approach to update the model. Furthermore, to quantify the Model 

Manager performance, a score 𝑆𝑚𝑚 metrics was proposed. This score considers the model performance 

and network resource consumption, and it is a single number 𝑥 ∈ ℝ that quantifies how good the Model 

Manager is doing its duties. 

The first step is to check if the Model Manager Score metric is different for each scenario. This is 

important as the Model Manager decision will be driven by this metric. This can be checked by looking 

into the results with deeper details. To test the Model Manager performance, a set of experiments was 

designed. First, the experiment was divided into two classes: 12h and 24h which represents the time 

interval in with the data was generated and collected. For each experiment, we tested different ways to 

update the model (e.g., by drift detection, use continuous learning, and periodically). Furthermore, we 

used three different test datasets: one with 10% of drift, the second with 30% of drift and the last one 

with 50% of drift. We compute the Score 𝑆𝑚𝑚 for each different scenario and the results shows that 

updating the model using drift detection approach gives better performance than the other ones. 

However, this does not mean that the drift gives the best model performance results. If we consider only 

the model performance results, the continuous approach it is the best choice to update the model. 

However, the network consumption to implement this method it is too high, so the overall performance 
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is smaller than the drift which presents a best trade-off between model performance maximization and 

network resource consumption minimization. 

Concluding, the main impact of this work is that the proposed Score metric is different for each type of 

model update (e.g., continuous, drift-based, periodic) which means that the Model Manager can make 

a different in how to decide what is the best approach to update the model. If, for some reason, the Score 

was the same for every updating method, then the Model Manager would not be able to manage the 

network resources and models performance as, for the Model Manager perspective, every model would 

give the same performance and it will, for example, choose the updating method with provides the best 

accuracy. Usually, the continuous approach is the best performance-wise choice. However, as it is 

known, the resource consumption is considerable specifically if we are dealing with the domains with 

restricted resources such as the Edge or Far Edge domain.  

For future works, we propose to continue the Model Manager evaluation in different scenarios, to test 

considering a higher number of models being deployed at the same time and investigate how the Model 

Manager should handle different learnings methods such as Federated Learning and Reinforcement 

Learning. Furthermore, how the Model Manager decisions will affect the network performance and 

accuracy. 



 

 

D3.2 Final report on systems and methods for AI@EDGE platform automation 

 

 

AI@EDGE (H2020-ICT-52-2020)  36 

 

4. Methods for optimizing the deployment of distributed AI 

MEC plays a vital role in beyond 5G networks as it is expected to accommodate different services and 

applications in geographically distributed scenarios. These networks face the challenge of deploying 

services with varying service patterns, traffic demands and quality requirements. Inadequate 

accommodation of these can result in resource bottlenecks, failures in meeting Service Level 

Agreements (SLA), unnecessary energy consumption, costly infrastructure expenses and inefficient 

resource utilization. This inefficiency can result in underutilization, resulting in wasted capacity, while 

overutilization puts excessive strain on hardware components, leading to decreased performance and 

potential failures. Therefore, optimizing service placement in these networks is crucial to achieve 

efficient resource utilization, cost-effectiveness, and improved user experience.  

On the other hand, ML models are deployed at the edge for inference, because it enables immediate and 

optimised real-time processing. However, low-capacity edge devices can lead to limitations in the 

operation of high size ML models. Hence, continuous attention is needed to optimize the allocation of 

ML models at the edge nodes is important alongside service deployment.  

The subsequent subsections present proposals to mitigate the effects of these scenarios. These address 

various aspects, including optimization of application placement to avoid resource fragmentation by 

minimizing the number of active nodes, automating edge computing node allocation to minimize human 

intervention, and split inference and compression of ML model to reduce computational costs and 

processing time. For each of the methods presented, a comprehensive overview is provided, including 

details about the methodology employed, techniques utilized, results achieved, and the analysis and 

conclusions obtained from the results, to understand its effectiveness and applications. 

The proposed algorithms have been designed for seamless integration into the AI@EDGE architecture 

in the form of AIFs or multiple AIFs in the case where the model is split into multiple parts. These come 

equipped with interfaces to facilitate the acquisition of data and the output of the model results. This 

integration serves the purpose of overseeing the orchestration of services and the optimization of edge 

infrastructures. These methods are used to place applications, services, intelligent AIF placement and 

the compression of activation signals.  

4.1 Application placement and active node minimization using Distributed 

Reinforcement Learning 

MEC networks present dynamic conditions, workload fluctuations and changes in device availability. 

These scenarios become more complex in the case of multiple MEC Systems managed by several 

orchestrators in geographically distributed topologies. Multiple orchestrators can cater to different types 

of services or applications within the MEC system network, and they are not required to operate 

simultaneously. For instance, one orchestrator may focus on latency-critical applications, while another 

may prioritize bandwidth-intensive services.  

Thus, service management strategies in these configurations must consider available resources at each 

device of the different MEC Systems and the demands of different users. Therefore, it is necessary to 

implement service management algorithm to assure SLA and maximize revenue for providers and users. 

Specifically, the problem of application placement implies the decision of where to deploy and execute 

the applications in the network infrastructure. Various considerations arise from this problem: (i) to 

ensure efficient resource utilization; (ii) to ensure the desired QoS; (iii) to minimize the network 

congestion; and (iv) to minimize energy consumption.  

Within this scope, its crucial to assure minimum energy consumption, due to the presentation of high-

power demanding devices and the need of training Artificial Intelligence algorithms in the edge of the 

network. Unnecessary power consumption can arise when network nodes are needlessly kept active, 

rather than placing applications on alternative nodes to prevent resource fragmentation. 
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Consequently, this section presents an approach to efficiently handle the application placement problem 

in distributed MEC Systems networks managed by different orchestrators, to reduce the energy 

consumption minimizing the number of actives nodes.  

The objective of the ML method is the design of a computing algorithm based on distributed learning 

that fulfils the application requirements of storage, CPU and RAM optimally, seeking to have as few 

active nodes as possible. The ML model will ensure resource availability in MEC systems, achieving a 

trade-off between the economic operational costs and the LA while minimizing the number of active 

nodes. This optimization objective avoids unnecessary resource fragmentation. On the other hand, in 

the case of applications with high requirements, it assures whenever possible the applications hosting. 

Based on the telemetry information of the network, the model would suggest the most efficient 

placement for the incoming applications that guarantees said application’s requirements. The distributed 

method aims to solve the problem of application placement, while training a more accurate model by 

sharing updates between each of them. The model is addressed as a black box that gets as input the 

application data and nodes availability, and then provides as output the action to be taken. 

4.1.1 Implementation 

The main objective of this method is to leave as few active nodes as possible, with the aim of minimizing 

the operational energy costs, while at the same time fulfilling the application requirements. Being able 

to maximize the number of nodes on standby is primordial in the reduction of the energy consumption, 

especially over rented infrastructure. As such, the infrastructure responsible would pay less and only 

for the equipment that are being fully used.  

We consider using the Reinforcement Learning method, because meta-heuristic and linear 

programming methods are high consuming in highly distributed scenarios, as in our cases of several 

MEC Systems with multiple orchestrators. In the DRL method an agent is exposed to an environment 

with a pool of actions and consequences generated for taking those actions. The agent is then trained 

using a method that involves rewarding it when taking the desired action or punish it otherwise. The 

reward function in this particular case is an exponential function. If the agent chooses to place an 

application in a domain that completely fulfils the requirements, it receives a high reward value. On the 

other hand, if the agent chooses a domain that does not fulfil the application requirements, it is penalized 

with a negative reward. If the choice corresponds to a node with full availability of the requirements, 

and other nodes are available with occupied resources to host the application, the reward will be 0. The 

reward function shows the instant value that the model obtains by selecting a specific action to a given 

state. If we continue generating reward values for each pair of action-states, we obtain a long-term value 

for each action-state named Q (Hence the name Q-Learning).  

Q-Learning method seeks to find a stable Q value after several repetitions of the previously described 

method of obtaining a reward based on a state-action pair. However, we can take advantage of the 

prediction qualities of the Neural Networks (NNs) and, instead of repeating the state-action reward 

method to update the Q value (which is a process computationally exhaustive), we can use the NN to 

predict an estimated Q value. The learning process starts at the same point, obtaining different Q values 

from the state-action reward method. After several training cycles are performed, the state-action, 

reward and future Q values can be re-arranged and used to train the NN as a predictor, this dataset is 

known as a Replay Buffer. This alternative allows us to use the NN as predictors in a way in which is 

faster to obtain the Q value and also allows us to predict Q values from unknown state-action pairs. By 

using a Neural Network as an estimator, the RL method is called Deep Q-Learning. The training process 

of the predictor generates weights that are related to each of the neurons in the Neural Network. It is 

possible to separate this process in different, independent models (named Actors), each with different 

learning weights. The main idea is that the actors can share their own learning weights with the other 

actors of the network, improving the learning process in a distributed way.  



 

 

D3.2 Final report on systems and methods for AI@EDGE platform automation 

 

 

AI@EDGE (H2020-ICT-52-2020)  38 

 

Regarding the Distributed Deep Reinforcement Learning (DDRL) approach, the ApeX [Horgan18] 

architecture has been selected. ApeX distributes Deep Reinforcement Learning model agents, to 

perform their learning functions faster and enables them to learn for various environments at the same 

time. The agents are distributed into the MEC Orchestrators, to learn the different availability 

characteristics of MEC systems. The main components of the ApeX algorithm are the agents, also called 

workers or actors in literature, the learner, and the prioritized replay buffer. Each actor generates 

experiences by interacting with its own environment and sends them to the buffer jointly with the initial 

priorities of the data. The learner takes samples from the buffer and updates the network parameters 

and priorities with the information obtained from all the DRL workers acting in the MEC Systems. 

Subsequently, the workers are updated with the latest network parameters [Horgan18]. This process is 

repeated until the model reaches a steady state accuracy. This distributed approach includes the concept 

of distributed prioritized experience replay. It aims to reduce variance and accelerate convergence and 

benefits from importance sampling and prioritized experience replay. Figure 16 presents ApeX 

architecture described before.  

 

Figure 16 Apex architecture [Horgan18] 

The proposed implementation of the distributed model into the current AI@EDGE architecture can be 

seen in Figure 17, where an DRL actor is running into each of the MEO’s of the MEC System and are 

able to exchange learning weights to the rest of them. Since the proposed ML method is envisioned at 

MEC system level, the training process assumes that the specific MEC system to which an incoming 

application request is forwarded, has been already selected at the NSAP. The application request arrives 

at the NSAP, where the MTO forwards to a specific MEC system the requirements and the availability 

of the MEC nodes. Each of the models located at MEC orchestrator level receive the aforementioned 

parameters in terms of CPU, Storage and RAM. The DRL algorithm then selects the most suitable node 

to perform the placement in each MEC System. 
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Figure 17 Distributed RL Model integration into the MEC’s architecture 

4.1.2 Performance Results 

We have successfully trained a DDRL model following the previously described process. The DDRL 

algorithm was trained in a scenario composed of 2 MEC systems including 50 applications arriving in 

each case in the configurations of 4, 8, 12 and 16 nodes per MEC System. Each application has 

random values between a selected range of RAM [512MB - 4GB], Storage [512MB - 32GB] and CPU 

[1vCPU - 4vCPU]. Regarding the nodes availability, all nodes in the same MEC System present equal 

initial capacities, but they differ between MEC System #1 and MEC System #2. With these values, the 

DRL algorithm decides over which of the nodes to instantiate the application.  

The machine learning model is tested using a simulation scenario developed in Simu5G [Simu5G] 

[Nardini20]. Simu5G can simulate a 5G data plane network, having as a base the OMNET++ simulator. 

With this base, a 5G MEC architecture will be used to test the behavior of the ML model. The scenario 

consists in a cluster with several nodes configurations composing a MEC System, with a UE generating 

applications continuously and asking the model where to instantiate the applications within a pool of 

connected domains. The requirements of the applications will be selected randomly within a pool of 

values that resemble typical and extreme network characteristics. This configuration is replicated with 

a second MEC system with the same characteristics. As described before, each MEC system can 

exchange the training weights with the other ones as needed. The complete simulation scenario for the 

configuration of 2 MEC Systems and 4 nodes per MEC System is shown in detail in Figure 18. 
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Figure 18 Simulation scenario for distributed placement for load balancing 

In order to test the accuracy during the inference process inside a MEC System, we receive 50 

applications in each episode and perform 100 episodes. An accuracy value of 1 is given to the decisions 

in which the hosting corresponds to the node with the maximum value of the reward function of all the 

possible nodes, otherwise it set to 0. The test results for the configuration of 4, 8, 12 and 16 nodes per 

MEC system are presented in Figure 19. The mean and average accuracy are maintained above 97% in 

all the cases. However, we appreciate slightly decrease of accuracy in form of outliers. When an 

application's resource demand exceeds the availability of the current placement node, is relocated to 

another node for hosting. However, there are instances where a different application arrives that could 

have been hosted on the previous node. In such cases, if the new application continues to be placed on 

the node where the relocation was taking place, and that node is not the least occupied, the accuracy 

becomes 0. Therefore, there exist iterations with less availability. 

 

Figure 19 Accuracy for different number of nodes per MEC System 

An additional crucial factor to assess is the achievement of the primary goal of minimizing the number 

of nodes. To evaluate this, we conducted an experiment with a scenario consisting of four nodes and 
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100 applications. Our aim is to ensure that a node would not be activated until another node reached its 

maximum capacity, thus maximizing the number of available nodes. Figure 20 presents the availability 

for storage, RAM and CPU. As more applications are being received, the ML method forces the use of 

a new node to maintain as many inactive nodes as possible. As the episodes continue, the model 

guarantees the instantiation of the application. Whenever this scenario is not feasible (because the 

application requirements are higher than the current node free capacity), the model is forced to activate 

a new node but then it tries to use the maximum capacity of that node before activating a new one, 

minimizing the active nodes at any single time. On the other hand, we compare our performed method 

with an Integer Linear Programming algorithm for the configurations with the different number of nodes, 

in this case, the obtained performance accuracy is 100% in all the scenarios presented before, However 

the inference time is at least 5 times longer that in the case of DDRL.  

 

             a: Storage availability                                 b: CPU availability                                     c: RAM availability 

Figure 20 Availability for 2 MEC Systems and 4 Nodes per MEC System with 100 entry applications 

4.1.3 Conclusions 

This work proposes a DDRL model considering the distributed ApeX architecture to solve the 

application placement problem minimizing the number of active nodes and assuring applications’ SLA. 

We present an incorporation of the algorithm to AI@EDGE architecture. The results obtained provide 

an accuracy above 97% in the cases of 4, 8, 12 and 16 Nodes, demonstrating model’s adaptability to 

environments with variable resource availability in scenarios with 2 MEC Systems for the training phase 

and the fulfilment of the main objective. We utilize Simu5G for the performance evaluation of the 

DDRL model.  

4.2 Intelligent Placement of services at the edge 

In this section, we will introduce, analyse, and evaluate a set of algorithms and procedures to automate 

the optimal location of computing nodes (far edges/near edges) in the MEC. It will also propose a set 

of tools to automate the dynamic placement of AIF based on the AIF descriptors. These AIFs cover the 

request of resources (computation, storage, and communication) demanded by the external applications 

rApp in the NSAP. 

These algorithms have been developed considering the architecture, elements, and functionalities of the 

MEC (modules, interfaces, etc.) designed in this project, as well as the technologies proposed for its 

implementation. 

This section is divided into five subsections. The first subsection 4.2.1, proposes an ML mechanism in 

the NSAP for the optimal and dynamic placement of the MECs and AIFs. In the first step, a solution 

based on centralized DQN is proposed, analysed, and evaluated to subsequently apply federated 

mechanisms [Sutton18]. In subsection 4.2.2, the problem model is formulated, and in subsection 4.2.3 

we propose a deep Q-network (DQN)-based intelligent controller (DQNIC) located at NSAP, whose 

function is to implement the automation of the AIF request between several MECs.  
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In subsection 4.2.4 the MEO is automated, proposing a mechanism based on deep Q learning that 

obtains the optimal nodes where the AIF can be located, considering the instantaneous state of the 

system. Subsection 4.2.5 proposes an optimal solution for AIF placement in EC-enabled B5G/6G 

heterogeneous networks for CAVs, leveraging Deep Reinforcement Learning (DRL) to allocate 

computing resources based on demand and network conditions intelligently. To evaluate the 

performance of our approach, we employed a comprehensive testbed between value-based, policy-

based, and a classical iterative Integer Linear Programming (ILP) optimization algorithm. 

4.2.1 Intelligent Controller at NSAP for multiple MECs 

To capture the environment characteristics mentioned above and formally define the problems we 

investigate, we consider the reference architecture depicted in Figure 21. Under this architecture, a 

global SDN controller, located at the NSAP, is deployed to manage a region compounded by several 

MEC systems. Thus, we denote k as a set of MECs, k ∈ N. Each MEC system k is formed by a group 

of physical nodes n where AIF f can be scheduled. The cluster nodes are considered energy-constrained 

devices, representing edge nodes with a fixed amount of computational resources. 

 

Figure 21 Reference architecture formed by several MEC systems. 

The AIFs are placed in a set of deployable units within computing nodes P (far edges). Each virtual 

node p ∈ P is identified with an ID. We include a global parameter pi
kn to indicate that virtual node pi 

has been placed in physical node n of cluster k, where n ∈ N and k ∈ K. 

Each physical node n in MEC system k has resource and power capacity. The former contains the 

computing resources (i.e., CPU and memory). The latter implies the power source that maintains the 

device working. Thus, we denote the resource capacity of each node by Ckn = (Ckn
CPU, Ckn

MEM), 

representing the available resources in terms of CPU and memory. Moreover, we indicate the available 

energy capacity of each node as Ekn, which is expressed as the state of charge (SOC). Additionally, each 

node has a total output bandwidth represented as Wkn. 

The system can process services composed by a set of VNF demanded by the rAPP that generates a 

sequence of AIFs, F = {f1, f2, …, f|F|}. 
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Each service instance f ∈ for CPU and memory denoted by Df = (Df
CPU, Df

Mem). We denote SR as a set 

of service requests arriving at the controller node (NSAP). In this vein, each request sr ∈ SR must be 

directed through the AIFs, compounding the request by considering its requirements. The service-

related sr is denoted as follows: 

sr = {f1, f2, …, f|sr|}, fi ∈ F, i = 1, 2, …, |sr|. 

Each service request sr has specific QoS demands, such as the bandwidth requirement Wr and deadline 

dr for processing the given request. Additionally, each AIF f in the request has a running time parameter 

(tr) to denote the time that must pass before considering it complete. When tr > 0, the event runs during 

the specified time. Otherwise, the event will be executed during the system's lifetime when this 

parameter is zero or not set. 

Finally, for each request s_r ∈ SR, we use a binary variable xi
sr,kn to indicate the placement decision of 

each AIF fi belonging to the requested service. Specifically, xi
sr,kn = 1 when  AIFfi is successfully placed 

on node n ∈ N of MEC k ∈ K; otherwise, xi
sr,kn = 0. Table 3 provides a list of notations related to the 

system model.  

Table 3 System model notation 

 

4.2.2 Problem modelling 

To face real-time network variations due to receiving requests with an unknown arrival time, we use 

the concept of time slot . At each time slot , the Intelligent Controller feed by MTO/IOC verifies the 
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status of nodes and links. Additionally, it can receive service requests, make deployment decisions, and 

update the network's states. In this regard, we define Cn, as the available capacity of node n at time slot 

. Likewise, Wn, represents the available bandwidth of node n at time slot . 

Additionally, we define SR, ∈ SR to cope with the possibility of receiving several requests at time slot 

. Thus, simultaneous service requests will be treated as they arrive by considering the event's ranking 

in the priority queue. The event's ranking is calculated based on delay(f) and waitqueue(f). The former 

represents the time that the virtual function's execution f can be delayed without missing its deadline 

(1). The latter represents the waiting time of the VNF f in the queue (2). In (2), ta denotes the arrival 

time of the SFC request. 

 
 

Considering the previous definitions, we calculate the ranking score for the AIF frank as follows: 

 

To represent whether request sr ∈ SR is still in service at time slot , we use the binary variable asr, as 

follows: 

 

where ts represents the starting time when the selected nodes start processing the service request. 

Since we consider multiple instance deployment of VNFs in the same node, we must know the number 

of VNFs f ∈ F placed on node n ∈ N of MEC k ∈ K at time slot . Thus, we utilize the variable f
kn, to 

reflect this value (see (5)). 

 

Similarly, we indicate when any AIF instances are placed, at time slot , on node n ∈ N of MEC k ∈ K 

through the binary variable kn,  as follows: 

 

After the previous specifications, we formally present the model defined as <S, A, R, γ>, where S 

represents the set of discrete states, A the set of discrete actions, R the reward function, and γ ∈ [0, 1] a 

discount factor for future rewards. Thus, the core elements used in our model are defined as follows. 

State Definition: The state s∈S at time t (st) is represented as a vector consisting of each node's 

remaining resources and bandwidth and the requirements of the current AIF to be placed. Thus, state st 

is defined as follows: 

 

where Ct defines the remaining resources of each node, therefore Ct = (C1
t, C2

t, …, C|N|
t). In addition, 

the remaining state of charge of each node is described as Et = (E1
t, E2

t, …, E|N|
t). The remaining 

bandwidth of each node is represented by Wt = (W1
t, W2

t, …, W|N|
t). Finally, the requirements of the 

AIFs to be scheduled is defined as Rt = (Di, Wri, tri, dri, PFri), where Di is the resource demand on node 

by the AIF, Wri represents the bandwidth demand, the running time of the service request is established 
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by tri, dri defines the deadline for processing the given request and PFri is the amount of AIFs in sr ∈ SR 

waiting to be deployed. 

Action Definition: We denote action a ∈ A as a binary vector. More specifically, each position in the 

vector corresponds to a possible action. When the first position is 1, it indicates that no node will be 

selected (i.e., at = (1, 0, 0, 0, ..., 0) do nothing). The value of 1 in one of the remaining positions infers 

the selected node (i.e., at = (0, 0, 1, 0, ..., 0)). 

Reward Function: We define the reward function (7) as a weighted sum of objectives since we want 

to achieve them jointly.  

 

where γ ∈ [0, 1] is the discount factor for future reward. 

State Transition: The state transition is defined as (st, at, rt, st+1), where st is the current network state, 

at is the action taken (i.e., do nothing or place AIF) and st+1 is the new network state after receiving the 

reward rt. 

4.2.3 DQN-Based Intelligent Controller at NSAP solution 

In this section, we propose our deep Q-network (DQN)-based intelligent controller (DQNIC) located at 

NSAP to deploy virtual functions of a service request among several MECs. 

After receiving a multi-deployed service request from one of the assigned MECs, the proposed solution 

selects the best nodes among all the MECs by considering remaining battery estimations and CPU usage. 

Please notice that in Figure 22 each MEC has a scheduler located at MECPM in charge of deploying 

local service requests using the SOC and capacity-based scheduler (SOCCS) [Llorens21]. 

Since our proposal needs available information (e.g., CPU, memory, and SOC) of the local schedulers 

to deploy services by considering a multi-MEC placement, we incorporate a mechanism in the local 

schedulers to guarantee their communication with the intelligent controller located at NSAP. This 

mechanism is also used for the proposed solution, and it is based on a data distribution service (DDS). 

Thus, our intelligent controller (MTO) is formed by five main elements: the global scheduler, the global 

monitor, the data writer, the data reader and the DDS monitor. These modules have been grouped into 

two categories according to their functions: DQN-based scheduler and global DDS.  

Figure 22 depicts the relation among the constituent modules of the proposed solution. More 

specifically, the orange line represents the DDS communication between global and local entities their 

relationship with the schedulers’ blocks. Additionally, the blue line reflects the connection between the 

schedulers’ elements and how the local schedulers communicate with the orchestrator, MEO. Finally, 

the green line shows the interaction between the orchestrator and the MEC nodes. 
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Figure 22 Intelligent controller solution design at NSAP and the relationships among its constituent modules 

4.2.4 MEO, the Global and Intelligent Scheduler 

This element represents the most crucial component in DQNIC. It determines the best node where a 

particular AIF can be placed according to predictions that consider the current state of the system. 

Through these predictions, the global scheduler chooses what it considers the best action. This element 

is built by a DQN that improves its decisions by considering past experiences and obtaining rewards 

from the system after each action is taken. 

The architecture is shown in Figure 23. The input layer represents the state vector, and the output layer 

is the actions' probability distribution. 

 

Figure 23 Neural network design to estimate the Q-value function 

By considering a DQN model to estimate the possible actions that DQNIC can take, we implement the 

main process of global scheduler as shown in Algorithm 4.2.1. 
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This algorithm runs simultaneously to the communication process managed by the global DDS. Thus, 

we avoid delays in the algorithm’s execution due to the performance of other modules. 

The main function of Algorithm 4.2.1 is to select the best node to place an AIF request by considering 

an input state. To this aim, we create a DQN network according to the number of inputs (e.g., node’s 

status and AIF request) and outputs (e.g., a set of MEC nodes) in the system’s model. For the computing 

resource inputs (e.g., CPU and SOC) in state st, we divide the remaining capacities of each node by a 

maximum Cmax = max(Ckn), Emax = max(Ekn), ∀k ∈ K, n ∈ N. In the same manner, we also compress the 

bandwidth-related inputs and the rest of the AIF requirements. Thus, the normalized input state is: 
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4.2.5 Optimal Resource Placement in 5G/6G MEC for Connected Autonomous Vehicles 

Routes Powered by Deep Reinforcement Learning 

This subsection presents an approach for optimizing the placement of AIFs in B5G/6G networks for 

CAV, using Advanced methods such as DRL. The approach considers minimum route cost, available 

resources, and network KPIs for every EC node along the vehicle’s path. Firstly, the problem of optimal 

VNF placement in EC is formulated as a Markov Decision Process. Secondly, a comprehensive 

benchmark test is conducted to compare three approaches: value-based and actor-critic DRL algorithms 

and a classic optimization method [Mnih16] [Schulman18] [Schulman17].  

4.2.5.1 System model and problem statement 

This study considers that each Mobile Network Operator (MNO) cell comes equipped with a Next 

Generation Node B (gNB) base station (BS) and a Multi-Access Edge Computing (MEC) system. We 

deploy a set of Far Edge Computing (FEC) nodes K = {FEC1,…, FECK} in each MEC system. Each 

FECk is equipped with 2048 GPU cores, 32 GB of RAM, and 10 Gbps of BW upon initialization. In 

general, FECk = [FECGPU
k , FECRAM

k, FECBW
k ] describes the status of each FECk, k ∈ {1,…,K}. For 

each CAV request, an instance of an AIFv (v ∈ V) is required. We assume that AIF requests arrive at 

the system one by one, and time is discretized into steps t = {1,…,T}. An AIFv request is defined as [s, 

d, g, r, b] where s, d ∈ N denote the source and destination CAV’s path nodes, respectively. 

The parameters g and r represent the cloud-aware demands for GPU cores and RAM on each FECk 

along the CAV route. Additionally, b is the network and service KPI that must be fulfilled regarding 

BW. For instance, [1, 45, 512, 25, 1] is a VNF request that needs from node 1 to 45, 512 GPU cores, 

25GB of RAM, and 1 Gbps of BW. 

We establish a wired connection between each FECk node and its corresponding MEC system within 

the cell, which allows the node to establish wireless connectivity with the CAV. Furthermore, we assign 

each FECk node to provide coverage for a specific subset of the streets set, which we illustrate in Figure 

24 using different colours. These colours provide a clear visual representation of the coverage area for 

each FECk, making it easier to interpret the model. In this setup, every node falls within the coverage 

area of two different FECk nodes, which allows a CAV to request an instance of VNFv from two different 

FECk nodes. 

The proposed system can generate a customizable number of background vehicles (BV) that adhere to 

the same principles as the instance’s CAV, regarding VNFv requests. However, unlike the CAV, the 

routes of the BVs are predetermined using the Dijkstra algorithm to identify the minimum route cost. 

In the event that a FECk denies resource allocation or the transport KPI cannot be met for a BV, it 

remains stationary at its current node until the required resources or transport KPI are available. This 

feature allows for the simulation of traffic congestion, which the CAV can detect as road events and 

avoid accordingly. All BVs move simultaneously from node to node within each time step (t ∈ T). To 

ensure that the desired number of BVs in the scenario is maintained, once a BV completes its assigned 

route, a new vehicle is generated with a new incoming AIFv. 

The network management system keeps track of the AIFs at each FECk node and manages the handovers 

between cells and FECk nodes within a cell. Once the CAV completes its route, a new AIFv arrives in 

the system, and this process continues until either a FECk rejects a request or the maximum number of 

allowed time steps is reached, or the vehicle completes the path. 
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Figure 24 Scenario for the CAVs comprising two network cells totalling 27 FEC nodes 

The CAV scenario is modeled by an undirected weighted graph G = (N,E), adopting a Manhattan grid 

layout, being N the set of nodes, and E the set of edges. The nodes represent the crossroads, and the 

links are the street of this Manhattan like city. Each link (i, j) ∈ E, being i, j ∈ N, is characterized by a 

cost cij, which allows us to evaluate and optimize the performance of CAVs under various scenarios 

and conditions. Moreover, each link has one FEC associated according to the corresponding coverage 

area, fij. Considering the previous notation, this FEC will have [fGPU
ij, fRAM

ij, fBW
ij] resources. Each 

analysed CAV maintains information on the FEC at which it is connected along the path, f. Utilizing 

an Integer Linear Program (ILP), we determine the next hop of each CAV that allows it to reach the 

destination using the less-cost path and to have sufficient network resources to meet the requirements 

of its VNF request. Thus, the ILP is a one-hop AIF Placement and Routing Problem (One-Hop-AIFP-

RP). 

To formulate this problem, let’s define xij, a binary variable indicating if the link (street) (i, j) ∈ E is 

part of the constrained path followed by the analysed CAV: 

 

The optimal One-Hop-AIFP-RP aims to minimize the total cost of the vehicle path, with the restriction 

of having enough resources in the following path hop. In addition, flow conservation constraints are 

needed to ensure a correct path leading to the destination. Finally, a resource capacity constraint will be 

added to calculate the next hop for each vehicle, checking the availability of resources only in the first 

hop and if the corresponding FEC is different from the one currently connecting the vehicle, f. With all 

of these considerations, the ILP for the One-Hop- AIFP-RP is the following: 
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Figure 25 shows the iterative algorithm to find the result of an episode using the One-Hop-AIFP-RP 

model. Step 1 creates the parsed car with its request and background cars. From there, the system 

evolves iteratively in Steps 2 and 3, finding each hop of all the vehicles and considering the network 

resources if it is necessary to change the FEC. A background car that does not find resources to advance 

supposes its elimination and the new creation of another vehicle. If the leading car is the one that does 

not locate resources, the episode ends without the results being valid. On the other hand, if it ends 

because it reaches the destination, the results are stored for later analysis. In the next simulation part, 

the graphs are shown, comparing them with one DRL method. Integer Linear Programs (ILP) to solve 

combinatorial optimization are well-known to be NP-hard problems in general. 

Even though pure optimization-based methods are guaranteed to provide an optimal solution if enough 

time is given, their use in online applications remains a significant challenge due to their high 

computational time. Some machine learning techniques, such as DRL, have been proposed to alleviate 

their computational burdens in the literature. 

 

Figure 25 Iterative Optimization Model for one Episode 
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4.2.5.2 Approached solutions 

In this subsection, first, we frame the system model as a Markov Decision Process (MDP). Then, we 

introduce the DRL algorithms used in our approach: namely, Deep Q-Network (DQN), Advantage 

Actor-Critic (A2C), and Proximal Policy Optimization (PPO) formulations. 

According to the latter, we formulate our MDP as (S,A,R), where S is a vector st = [AIFv,wi, FECA
k , 

FECB
k ]. The AIFv is the incoming AIF descriptor. The wi is a vector compounded of the current node 

indicating where the agent is located at every t, and the maximum time steps t′max remaining t′ to be left 

for the agent to reach its destination before the episode ends. The FECA
k and FECB

k contain information 

about the two available FECk options from which the CAV can choose at any (i, j) ∈ E. The vectors 

provide detailed insight into the capacity and network status of the available FECk options, helping the 

CAV make an informed decision about which option to choose. To guide the CAV through the 

environment, the agent has a set of available actions A at every n ∈ N, which includes the directions of 

movement such as A = {north, south, east, west}. If the CAV is at a peripheral node and the agent’s 

action is not within the set of available A, it will remain in its current node until a valid action is taken 

by the agent, allowing the CAV to move in the desired direction. 

The reward function R(s, a, s′) is directly influenced by the actions taken by the agent. In this proposal, 

we have developed a reward function that accounts for a variety of factors, including invalid actions at 

a peripheral node, reaching t′max, choosing a FECk with insufficient resources, successful CAV 

movements, reaching the final destination sd, also reaching sd with the minimum route cost, or visiting 

a given n ∈ N more than one time. By considering these factors in the reward function, we aim to 

incentivize the agent to make intelligent decisions and efficiently navigate the environment toward the 

goal. 
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4.2.5.3 Simulations 

This subsection presents the simulation results comparing our selected DRL model against the ILP 

algorithm. Firstly, we describe the training methodology and hyperparameters tuning process for each 

DRL (DQN, A2C, and PPO). For each experiment, we ran the solutions 100 times (episodes), which 

enabled us to present simulation results with confidence intervals of 95%. The simulations were 

performed on a workstation with a 3.60 GHz Intel Core-i9 processor, 2 NVIDIA RTX2080 GPUs, and 

64 GB of RAM. 

To train the DRL models for the scenario described previously, we conducted a hyperparameter sweep 

grid search to find the optimal configuration for each model. Specifically, for the DQN model, we varied 

the learning rate (α), discount factor (γ), batch size (Bs), hidden layer configuration (Hl), and optimizer 

(Op). Across several routes, we explored α values between 0.0001 and 0.001, γ values of 0.5, 0.75, and 

0.99, Bs values of 32, 64, and 128, and Hl values of [128, 64] and [256, 64]. We also tested two 

optimizers, Adam and RMSprop. This process yielded a total of 72 results, from which we determined 

the optimal configuration to be: α = 0.001, γ = 0.75, Bs = 128, Hl = [256, 64], and Op = Adam. For the 

A2C model, we also used a grid search approach to explore the effects of different hyperparameters on 

performance. Across multiple routes, we varied the GAE parameter between 0.95 and 1, entropy 

coefficient (H) between 0.1 and 0.01, α between 0.0001 and 0.001, and Hl configuration of the policy 

network between [256, 64] and [128, 64]. We also tested two Op, Adam and RMSprop. After testing a 

total of 32 hyperparameter combinations, we determined that the optimal values were: GAE = 1, H = 

0.01, α = 0.001, Hl = [256, 64], and Op = Adam. Similarly, as in A2C, for the PPO model, we conducted 

a hyperparameter sweep and found the optimal configuration to be GAE = 1, H = 0.01, α = 0.0001, Hl 

= [128, 64], and Op = RMSprop. Overall, our tests showed that these hyperparameters yielded good 

performance for all three DRL models. However, to achieve even more precise results, it may be 

necessary to fine-tune them further. 

After configuring each model, we set five rounds of training, with each round comprising 3 million 

timesteps. At the end of each round, the model undergoes retraining for an additional round of 3 million 

timesteps, and this process continues until all five rounds have been completed. A fixed number of 

timesteps were used instead of episodes to account for the potential variability in route completion times 

caused by FEC congestion. This allowed for more precise training and evaluation of the agent’s 

performance. 

We must note that we have established a maximum limit of 25 timesteps for the agent’s CAV to 

complete a given route. We trained the models on three routes: the route from s 1 to d 45, from s 41 to 

d 5, and from s 19 to d 27. To simulate realistic traffic scenarios, we defined a maximum of 25 

background vehicles to share the network for each route. To ensure uniformity in traffic demands, we 

set the same requirements for incoming AIFv for the agent’s CAV and the background vehicles. The 

AIFv for each vehicle is defined by a tuple of parameters, namely, [s, d, 512, 8, 1]. To address the 

exploration-exploitation dilemma, each model is equipped with specific techniques.  

DQN, for instance, employs an ϵ-greedy policy to balance exploration and exploitation during training. 

Specifically, the agent selects the action with the highest Q-value with a probability of 1−ϵ, and selects 

a random action with a probability of ϵ. In this study, we set the value of ϵ to start at 1 and gradually 

decrease over the first 1.5 million timesteps until it reaches a value of 0. This approach allows the model 

to explore various actions during the early stages of training while gradually exploiting its accumulated 

knowledge after 1.5 million timesteps. On the other hand, A2C and PPO use a similar method to apply 

exploration and exploitation through an entropy term in the objective function. The entropy term 

encourages exploration by penalizing policies that are too certain or deterministic, thus encouraging the 

agent to try new actions and explore new states. An entropy coefficient controls the entropy bonus, 

which determines the trade-off between the policy’s entropy and its expected reward. A higher entropy 

coefficient increases the importance of the entropy term and thus encourages exploration. In contrast, a 

lower entropy coefficient prioritizes exploitation and encourages the agent to focus on exploiting its 
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current knowledge. Taking into account the previously mentioned aspects, the training results for all 

three models on each of the three routes are illustrated in Figure 26, Figure 27, and Figure 28. 

 

Figure 26 Episode mean reward during training for route s 41 to d 5 

In Figure 26, DQN outperforms A2C and PPO, although it still fails to achieve an average reward over 

100 per episode. 

The complexity of the route and the presence of multiple FECk nodes along the path are two key factors 

that contribute to the actual results. Moreover, these FECk nodes are also responsible for serving a 

significant number of background vehicles, which can further exacerbate the resource contention issue. 

Despite the challenges mentioned earlier, the CAV agent completed the route with an average cost of 

22. While this is higher than the optimal cost of 14, assuming no FECk rejections occur, it is still a 

promising result, given the complexity of the route and the uncertainties involved. The superior 

performance of DQN can be attributed to its ability to learn an optimal Q-value function that maps state-

action pairs to their expected cumulative rewards. 

By leveraging experience replay, DQN can effectively break the correlation between consecutive 

samples, facilitating more efficient and stable learning. In contrast, A2C and PPO directly optimize the 

policy function and typically require more samples to achieve comparable performance. Additionally, 

DQN’s ϵ-greedy exploration strategy allows it to balance exploration and exploitation effectively, 

which can help avoid getting stuck in local optima. 
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Figure 27 Episode mean reward during training for route s 19 to d 27 

In Figure 28, similar results to those of Figure 27 can be observed in terms of the mean reward per 

episode. One interesting observation is the similar behaviour of A2C and PPO across all three training 

routes. It can be seen that from the first timestep, both algorithms apply the learned policy from all 

previous training rounds. However, while A2C does not show any margin of exploration, PPO does, 

but with poor results. Since both A2C and PPO are policy-based algorithms, once they learn the best 

policy out of the policy space so far, it seems difficult to change the strategy. This is in contrast to DQN, 

which is a value-based algorithm and thus has a clearer exploration-exploitation trade-off. As a result, 

DQN is better equipped to adapt to changes in the environment and learn better strategies. 

 

Figure 28 Episode mean reward during training for route s 1 to d 45 

The purpose of the following simulations is to measure the performance difference between the DQN 

model and the proposed iterative ILP algorithm. To this end, the DQN algorithm will operate in 

production mode, meaning actions will be selected deterministically. Specifically, the agent will select 

the action with the highest Q-value for previously visited states as determined by its training process. 

The agent will approximate the optimal Q-value using its learned model for unvisited states. It is worth 

noting that no exploration-exploitation technique will be used during the simulations. Additionally, the 

background vehicles will be generated without a seed, following a random uniform distribution. 
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To evaluate the performance of the algorithms under study, we will measure several key metrics, 

including the route cost, number of route hops, and decision response time. To provide a visual 

representation of the performance metrics for both the DQN and iterative ILP algorithms, we have 

generated the following figures: Figure 29, Figure 30 and Figure 31. Each figure displays the evaluation 

of the respective key metric for all three routes under study, allowing for a direct comparison between 

the two algorithms. The simulation results show that the route from s 1 to d 45 exhibits the largest 

difference in performance between DQN and iterative ILP, in terms of cost, as depicted in Figure 30. 

In ideal conditions, the minimum cost for this route is 26, which requires the highest number of hops 

among all routes. As the number of background vehicles increases, DQN tends to increase the route 

cost while maintaining a similar average number of hops as iterative ILP (Figure 29). However, DQN 

outperforms ILP significantly in terms of decision time response (Figure 31), taking only a fraction of 

the time (up to 7 times faster) to complete the route compared to ILP. Despite the cost performance gap, 

the faster decision time response of DQN makes it a more appealing choice for real-time decisions. The 

performance of DQN is comparable to ILP in terms of cost and hops for the route s 41 to d 5. 

 

Figure 29 Number of hops comparison between DQN and iterative ILP 

The average mean reward per episode confirms that the DQN model achieves route completeness 

through the minimum cost possible route. Both methods exhibit similar performance in terms of the 

number of hops required for the route. However, there is a significant difference in the decision response 

time between DQN and ILP. 

 

Figure 30 Route cost comparison between DQN and iterative ILP 
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On average, ILP takes up to 600 ms to complete the route, while DQN takes only 35 ms to initiate and 

up to 75 ms with 25 background vehicles. Overall, DQN provides much faster decision response time 

compared to ILP. 

 

Figure 31 Response time comparison between DQN and iterative ILP 

In summary, the performance difference between ILP and DQN varies for different routes regarding 

route cost, with the largest gap observed for longer routes. Increasing the number of iterations and fine-

tuning hyperparameters for DQN could potentially improve its performance for longer routes. DQN 

significantly outperforms ILP in terms of decision response time, which could be crucial in real-time 

scenarios. 

4.2.5.4 Conclusions 

A proposal for an intelligent controller has been made in the NSAP based on ILP and DQN to automate 

dynamic placement requests of the AIF in the MECs based on their available instantaneous resources. 

We have also proposed a system model for CAVs and present a DRL approach to efficiently place AIFs 

in FEC nodes while minimizing route costs, considering capacity and network transport metrics. Our 

training phase for the three DRL proposals demonstrates that the value-based DQN algorithm 

outperforms the policy-based A2C and PPO algorithms. 

4.3 AIF placement for FL-based AD framework 

Edge intelligence combined with federated learning is considered to distributed learning and inference 

tasks in a scalable way, by analysing data close to or where it is generated, unlike traditional cloud 

computing where data is offloaded to remote servers. In this work, we address the placement of 

Artificial Intelligence Functions (AIF) making use of federated learning and hardware acceleration. We 

model the behaviour of federated learning and related inference point to guide the placement decision, 

taking into consideration the specific constraint and the empirical behaviour of a virtualized 

infrastructure anomaly detection use-case. Besides hardware acceleration (HWA), we consider the 

specific training time trend when distributing training over a network, by using empirical piece-wise 

linear distributions.  

4.3.1 Optimal AIF placement 

We define the AIF placement as the problem of finding the optimal number of AIFs and their location 

on a given network graph, considering the inter-AIF communication patterns, target learning loop time 

performance and the presence of hardware acceleration. We model the placement problem as a MILP 

(Mixed Integer Linear Programming) and we propose two variants of the problem.  
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Additionally, in Figure 32 we present an adapted architecture of the AIF. To support its operation, we 

identify five interfaces: 

• if1: used by the orchestration platform for the communication with the AIF, including its 

configuration (e.g., for dynamic update of federated learning hyper-parameters) 

• and the retrieval of inference results (e.g., inference running at the server AIF and/or edge 

AIFs); 

• if2: used for AI model parameter exchange among AIFs (AIF control plane interface), e.g., the 

communication between edge AIFs and server AIF in federated learning; 

• if3: used for data exchange among different AIFs (AIF data-plane interface) - which may be 

used for generic distributed learning, in the case of an AIF forwarding graph. if3 is not used in 

the case of FL; 

• if4: hardware acceleration interface with components as GPU and Smart-NICs, for training and 

inference tasks; 

• if5: for data collection and streaming, to interface with a data-pipe-lining system. In this work, 

data pipelining delay is negligible. 

 

Figure 32 An adapted representation of the AIF 

More precisely, with respect to the adapted representation of the reference AIF model presented in 

Section 2.3 that we show in Figure 32, in this work we consider that: 

• Communication with the orchestration platform (if1) is possible at any node where AIF can be 

placed; 

• AIFs interact using federated learning, hence using the (if2) interface for exchanging AI model 

parameters; 

• Interface (if3) is not used, because in federated learning raw data is not exchanged among 

nodes; 

• Interface (if4) is enabled only at a subset of the candidate AIF location for HWA; 

• Data pipelining delay (if5) is negligible; 

• The propagation delays over the link between candidate edge AIF locations and server AIF are 

not negligible with respect to the learning time; 

• The servers hosting AIFs offer them the same computing capacity. 

The optimization goal is the placement of the FL server and clients that are both deployed as AIFs. 
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4.3.2 Implementation 

We consider a set N of physical servers such that an AIF can be hosted by any server. The 

communication latency between edge AIFs and the FL server AIF depends on the placement decision. 

Whereas the distributed training time t is a decreasing function of the number of AIFs, and does not 

depend on the AIF location, as we suppose the same computing capacity is delivered to AIFs 

independently of the location. The main goal is to minimize the number of active AIFs used for training, 

while guarantying that the overall training loop time (including distributed edge AIF training time and 

edge-server AIF delay) is at most T , or equivalently, that the time of a single FL round is no longer 

than T/R In fact, the time of a single round depends on the distributed training time t and the 

transmission latency.   

In order to build a purpose-built model of the training time as a function of the number of AIFs that are 

used, we run the FL-based anomaly detection framework proposed in [BinRuba22] which consists of 

training LSTM (Long-Short Term Memory) autoencoders in a distributed manner, to learn and 

reconstruct the normal working conditions of a given system. To do so, we run a set of AIFs on a 

Kubernetes infrastructure where the placement is done automatically using a kubernetes scheduler. In 

fact, each AIF is an implementation of a LSTM model. The model is composed of a set of autoencoders 

that allow to detect anomalies at different system levels, i.e., physical level, virtual level, and access 

level, using different groups of metrics, e.g., CPU, memory and radio metrics. 

We use the 5G3E dataset from [ChiPhung22], providing few dozens of feature time-series for each 

resource group, where groups are CPU, RAM, network link state, storage resources, and RAN and UE 

nodes. We train the ML model using data batches of 800 samples each, corresponding to 2 minutes of 

collected data for each data batch: this is the assumed retraining time of the system, which could vary 

in general depending on the sampling rate. The batch size is set to the data size, hence considering all 

the samples. The number of epochs is 10 and the model is trained for one round. The rest of the FL-

based anomaly detection AIF hyper-parameters are the same as in [BinRuba22]. 

More details on [BinRuba22] can be found in Section 6.1. 

In Figure 33, we present the corresponding training time distribution as a function of the number of 

active AIFs based on CPU resources (collected at the container level). 

 

Figure 33 Training time vs number of AIFs. R = 1, E = 10 

We can remark that the training time decreases with the number of AIFs up to a certain threshold value. 

A certain variance exists, due to CPU scheduling and storage system systemic variations at the operating 
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system level. We employ in the AIF placement model the piece-wise linear function obtained using the 

first quartile values, indicated in red in Figure 33.  

We rely on the obtained results to build the AIF placement model. The mathematical model is available 

in [Yellas22]. 

4.3.3 Performance Evaluation 

We solve the AIF placement problem using the following algorithms: 

− Baseline:  simplified case where no hardware acceleration is considered; 

− AIF-P: the proposed placement MILP algorithm including hardware accelerators; 

− AIF-P-var: MILP variant of the AIF placement model (more details can be found in [Yellas22]). 

We propose to analyse the impact of the following parameters on the behaviour of the four 

aforementioned algorithms: 

− Number of rounds: we test different rounds of FL training, i.e., 1, 5, 10 and 15, before the 

inference step. In fact, increasing the number of rounds helps increase the quality of the learning. 

− Target learning time: we evaluate the proposed algorithm for different target times, i.e., 2 s, 1.6 

s and 1.2 s. This parameter specifies the time during which we train the model before its 

exploitation for inference. 

The rest of parameters are detailed in [Yellas22]. 

4.3.3.1 Maximum local training time 

In Figure 34 we present the average of the maximum edge AIF distributed learning time (maximum 

among all the feasible solutions) for the different 15 hardware accelerator configurations, for different 

target times (a, b and c) and using different numbers of rounds. The error bars represent the standard 

deviation. We can notice that: 

 

Figure 34 Max learning time vs number of rounds 

We can notice that: 

▪ The distributed learning time decreases with the increase of the number of rounds for all target 

times. as already discussed; this can be explained by the fact that increasing the number of 

rounds requires higher number of active AIFs at each round since the increase of this latter 

decreases the training time. 

▪ In Figure 34 (a), we can notice that with 15 rounds, and unlike all the other cases, AIF-P suffers 

a slight increase in the training time when compared to 10 rounds. This apparent contradiction 

is due to the fact that we consider only the maximum distributed processing time over all the 
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feasible solutions. Some instances that yield solutions with high learning times using 10 rounds 

are not accounted in the case of 15 rounds since no feasible solution exists for them. 

▪ We can also observe that AIF-P and AIF-P-var have similar behaviours: they can produce a 

placement solution for all the proposed numbers of rounds for a target learning time equal to 2 

s. On the other side, both models are not able to find any feasible solution for some stringent 

time constraint cases; these unfeasible solutions correspond to a number of rounds higher than 

10 for a target learning time equal to 1.2 s. Moreover, AIF-P produces a lower distributed 

training time than AIF-P-var when R = 10 for T = 2s (R = 5 for T = 1.2 s respectively). However, 

this is not the case anymore when R increases. Differently than AIF-P-var, AIF-P tends to use 

hardware accelerators instead of increasing the number of deployed AIFs in order to respect the 

learning time threshold. 

The baseline solution shows a worst performance when compared to the other methods: any feasible 

solution is found for a number of rounds that surpasses 10 and 5 when the target time is equal to 2 s 

(Figure 34 (a)), and 1.6 s and 1.2 s respectively (Figure 34 (b) and (c)).These results confirm the 

usefulness of hardware accelerators during the training phase. In fact, the reduction in the distributed 

training time is between 50% and 59% for the two approaches using hardware acceleration. 

4.3.3.2 Number of active AIFs: 

Figure 35, we present the average number of active AIFs using the different algorithms, while varying 

both the number of rounds and the target earning time. The length of the error bars represents the 

variation in the number of AIFs produced by the different 15 simulations for the same case, i.e, same 

number of rounds and the same target learning time. 

 

Figure 35 Number of active AIFs vs number of rounds 

▪ As expected, the plots show an inverse relationship between the distributed processing time and 

the number of deployed AIFs (Figure 34 and Figure 35). All the strategies show an increase in 

the number of AIFs with the increase of the time constraints, except for the case of 15 rounds 

with a target time equal to 2 s using AIF-P and AIF-P-var, as shown in Figure 35 (a). As 

mentioned before, we consider the average of the obtained values only for the feasible solutions. 

For some settings, no feasible solution was found with 15 rounds. When T =2 s and T = 1.6 s 

(respectively T = 1.2 s) for a number of rounds equal to 10 (respectively 5), AIF-P deploys a 

lower number of AIFs than AIF-P-var, however the distributed training time is lower with AIF-

P. This can be explained by the fact that this latter uses (more) hardware accelerators to reduce 

the distributed learning time instead of increasing the number of AIFs. 

▪ Figure 35 (b) and (c) show that the baseline algorithm cannot find any feasible placement 

solution when the number of rounds exceed 5. This can be explained by the increased number 

of exchanges between the AIFs and the FL server which has a direct impact on the overall 

learning time. In this case, finding a feasible solution with respect to the imposed target times 



 

 

D3.2 Final report on systems and methods for AI@EDGE platform automation 

 

 

AI@EDGE (H2020-ICT-52-2020)  61 

 

is not possible. On the other hand, AIF-P and AIF-P-var show higher performance in placing 

the AIFs with stringent time constraints thanks to the use of hardware accelerators. 

▪ It is worth mentioning that there exist some settings where AIF-P and AIF-P-var do not provide 

feasible solutions. This happens when we have strict time constraints. For instance, through the 

15 instances, both algorithms provide 30% of unfeasible solution with T = 2 s and R = 15. This 

is related to the placement and the number of hardware accelerators on network nodes provided 

for each instance.  

The possibility to use hardware accelerators reduces the per-round learning time, hence offering more 

flexibility in placing and activating AIFs and consequently training the model for a higher number of 

rounds. Also, the use of advanced formulations may have less benefit if the baseline strategy achieves 

a feasible solution. Their benefit can be shown when the constraints on target time are more stringent 

or the number of rounds is increased. 

4.3.4 Conclusion 

In this work, we have proposed a FL-AIF placement framework where we considered the use of HWA 

to reduce the local training time. The main objective was to reduce the maximum local training time 

while minimizing the number of active AIFs to reduce the deployment costs and increase the quality of 

learning as the AIFs can have more data to train and consequently a more complete view of the system.  

Currently, we are extending the AIF placement model to consider heterogeneous CPU resources that 

can be used by the AIFs. We redesign the objectives to both minimize the number of stragglers and the 

CPU costs. To do so, we proposed to include multiple components to represent the training time while 

proposing a stochastic variant for the placement strategy to ensure robustness against stochastic delays. 

4.4 Compression of Activation Signals from Split Deep Neural Network 

The rapid advancements in computation capabilities of edge devices such as mobile devices, drones, 

etc. have empowered many deep neural network (DNN) inference tasks to be migrated from the cloud 

to the edge device. However, low computation powers of edge devices relative to cloud servers can 

cause high inference latency. For example, considering a scenario with AlexNet that has more than 62 

million parameters and an edge device responsible to collect the data, processing it, and reacting with 

responses, the time response and battery consumption would create strong limitations to the system. 

Several approaches have been proposed to conduct DNN inferences on resource-constrained edge 

devices. Split learning and inference frameworks are one of the possible solutions which take advantage 

of the use of a server with large resources. In a split inference framework, a DNN model is split into 

edge-side and server-side networks assigned to the edge device and the server, respectively [Gupta18]. 

In [Eshratifar19], the authors propose an efficient, adaptive, and practical engine, called JointDNN, for 

collaborative computation between mobile devices and cloud for DNNs in both inference and training 

phase. In [Vepakomma18s], the authors introduce different configurations of split learning as part of a 

method called SplitNN to facilitate collaboration between health entities and eliminate the necessity of 

sharing sensitive raw data. 

Another approach that has been used to produce small DNN models is the usage of compression 

methods. More specifically, techniques like model pruning and quantization have been used to remove 

parameters from the model and use fewer bits to represent them [Li20]. In [Jacob18], the authors 

empirically show that their quantization technique leads to an improved trade-off between inference 

time and accuracy on MobileNet for image classification tasks compared to the original, float-only 

MobileNet.  

Our work is focused on a scenario that considers the use of the two techniques mentioned above: split 

inference and compression. However, unlike the work presented in [Eshratifar19] and [Vepakomma18], 
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we perform the split on already trained convolutional neural network (CNN) models, following the 

simplest split configuration. Also, the compression method proposed is performed on the output of the 

activation maps from the CNN, called activation signals (or scores), not in the network model as 

described in [Jacob18] and [Stock19]. 

In [Ko18] a DNN partitioning between the edge device and the host device is proposed in order to 

perform coordinated inference and improve the energy efficiency and transfer rate of the edge device. 

The middle layer output is compressed to reduce the amount of data transmitted to the host device 

through two techniques: JPEG encoding and RLE+Huffman. Results show that the authors achieved 15 

times power reduction and 16.5 times bit rate improvement than just deploying the model entirely to 

the host device, plus a 2.3 power reduction and bit rate improvement of 2.5 times compared to deploying 

the model on the edge device. 

In [Georgiadis19], the authors propose a new training method with the goal of improve the accuracy, 

reduce the model complexity through regularization and improve the sparsity of the scores. After the 

training stage, the authors propose the use of scalar quantization and entropy coding. The results show 

a compression of approximately 7 times on LeNet-5 and 6 times on MobileNet-V1. 

Our original model M with K+L-1 layers is split into two parts. The first submodel M1 contains the 

layers 0 to K-1 and the second submodel M2 contains the layers K to K+L-1. The output scores of the 

layer K-1will be compressed. This configuration is useful for scenarios, as mentioned above, where the 

edge devices have restrictions regarding computation cost and the deployment of an entire model into 

them can lead to problems regarding processing time and battery consumption. Also, sending the 

original output directly to the cloud can lead to security problems. Instead, sending the scores 

compressed can add additional step security against attackers. While [Ko18] used a method based on 

JPEG (DCT+RLE+Huffman), our method has lower computational cost. Also, different from 

[Georgiadis19], in which the focus was to increase the inference speed and neural network compression, 

our compression method is focused on the optimization of the channel usage without facing a great 

accuracy loss. 

4.4.1 Proposed Method Description 

Figure 36 shows an overview of the proposed system. Initially, the original network model M, 

composed of K+L-1 layers, is split into two sub-models: the sub-model M1 containing the layers 0 to 

K-1, and the sub-model M_2 containing the layers K to K+L-1. The sub-model M1 is then allocated to 

the edge device, where it will receive the input data from the network and perform the extraction of 

initial features, as illustrated in step 1 of Figure 36. 

The K-1 layer of the M1 sub-model then generates the scores. These scores are collected and if the layer 

K-1 is not a 2D convolutional layer, the scores are rearranged to match a matrix with m lines and n 

columns, as shown in step 2. 
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Figure 36 Split Compression Algorithm Big Picture 

The scores arrays are then used as input to the encoding block, shown in step 3. The first step of the 

algorithm consists of checking the sum of the elements of each matrix using the L1-norm, defined by   

||𝑤||1 =  ∑ |𝑤𝑖|𝑛
𝑖=1 , seeking to determine if the matrix is mostly composed of 0 values. The value of 

the sum obtained is then compared with an established threshold λ. 

If the L1-norm is greater than the value of λ, the matrix of scores is then compressed using a two-

dimensional vector quantization (VQ) with 16 clusters, thus requiring   
log2(16)

2
= 2  bits per scores for 

the quantization process. In addition to the bits used for vector quantization, a bit of side information 

set to 1 is used, responsible for informing the decoder that the matrix of scores has gone through the 

quantization process and that the next bits that will be read are the quantized bits. This process is 

illustrated in step 4. 

On the other hand, if the L1-norm is less than or equal to the value of λ, it means that the elements 

contained in the array of scores have mostly values of 0 or close to 0. In this way, it is sent to the decoder 

only the bit of side information set to 0, as shown in step 5. 

The compressed scores are then sent over a communication channel to the cloud server, where they are 

used as input to the decoding block. The side information bit is then checked, in order to provide the 

system with information on how the scores compression process took place, as shown in step 6. 

If the bit value of side information is different from 0, the decoder block performs the dequantization 

process, collecting the next 2mn  bits (as each matrix has m lines and n columns and were quantized 

using 2 bits per score), thus generating a recovered matrix of scores. If the bit value of side information 

is equal to 0, the decoder block generates an array of scores with elements of value 0. This process is 

illustrated in steps 7 to 10 of Figure 36. 

The retrieved scores matrix is then used as input to the K-th layer of the M2 sub-model, where the rest 

of the network inference process will take place and the final classification of the input signal will be 

generated. 

To obtain the compression ratio of the proposed system, we need to define some variables. The first is 

the variable b, which represents the number of bits used in the VQ and which depends on the number 
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of clusters α and the dimension dim of the VQ. Both variables are related according to  𝑏 =

 
𝑙𝑜𝑔2(𝛼)

𝑑𝑖𝑚
⁄   . 

For each scores matrix, one bit of side information is assigned and used by the encoder to determine if 

the matrix A will be quantized using VQ or if the entire matrix will be represented by the bit of side 

information 0. Thus, we need D bits of side information (which can be interpreted as the total number 

of matrices) for the system. However, if the bit of side information is equal to 1, the number of bits 

needed is given by bRC, where R represents the number of rows and C the number of columns in the 

matrix A. 

The number of matrices that will be quantized depends on the number of times the side information bit 

is equal to 1, represented by the variable W. In this way, the total number of bits in the encoder output 

is given by the equation: 

 B = D + W  b R  C 

and, assuming the original samples are represented with 32 bits per scores, then the compression ratio 

(CR) can be calculated as: 

 CR =  
D + W (b RC)

32 RC
 . 

The transmission rate of the proposed system (in bits per second) can be calculated as β = BF, 

considering the processing of F frames per second. 

Results with MNIST dataset 

This section describes the experiments and results obtained using the MNIST [LeCun98] dataset, a 

validated handwritten digit database widely used to train several image processing systems. The MNIST 

dataset was used to train a CNN model for classification of digits from 0 to 9. The network architecture 

used is represented in Figure 37. Two convolutional layers were used, configured with kernels of size 

3 * 3 and stride 1, two ReLu layers and two pooling layers configured with the MAX function. 3 fully 

connected (or dense) layers were also defined. 

 

Figure 37 CNN model used in the experiments 

The model M was partitioned so that the 2 blocks containing the convolutional layers, ReLu and max-

pooling form the sub-mode M1, and the dense layers form the sub-model M2, as shows Figure 37. The 

output of the second layer of max-pooling (output of the sub-model M1) is composed of 16 matrices of 

scores, for which it was checked if the L1 norm is greater than the value threshold λ. 
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4.4.2 Results 

 

Figure 38 CDF of different layers of th neural network. Each line represents the probability of the L1-norm of the respective 

CNN kernel output be less than or equal to threshold 

To understand how the variation of the threshold value 𝜆 impacts the number of matrices that will be 

zeroed, the Cumulative Distribution Function (CDF) [deisenroth202] of the scores is calculated, which 

evaluates the probability of the value of the L1 norm of each array being less than or equal to the 

threshold λ. The results obtained after calculating the CDF are shown in Figure 38, where each line 

represents a matrix of scores. It is possible to see that for values of λ greater than 60, the probability of 

an array being zeroed out is approximately equal to 100%. Although choosing λ values greater than 60 

results in a high compression ratio, it should be noted that at the end of the model classification process 

on the cloud server, the system's accuracy can behave close to that of a random. 

Thus, the experiments were performed by changing the threshold value λ from 0 to 60. The matrices 

were then forwarded to the second stage of the coding block where, according to the value of the L1 

norm, they were quantized using a VQ of 16 clusters and therefore needing only 2 bits per sample, or 

they were zeroed. 

The results are shown in Figure 39. The transmission rate in bits per sample is shown in blue and the 

model accuracy in percentage (%) is shown in black. The rate using the Sparse Exponential Golomb 

compression algorithm, proposed in [Georgiadis19], is also shown by the dashed blue line. As can be 

seen, for values of λ less than 10, the technique of zeroing the matrices reduces the rate without 

significantly affecting the model's accuracy. 

However, for values of λ greater than 10, the loss of accuracy starts to be more noticeable, affecting the 

performance of the model. In this way, it is possible to infer that there are certain matrices of scores that 

can be zeroed without affecting the performance of the model. It is also possible to observe that, for 

values of the threshold 𝜆 close to 60, the performance of the model decreases considerably because, as 

mentioned previously in Figure 39, from this value almost 100% of the matrices are zeroed. 
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Figure 39 Accuracy (%) and Rate (bits per sample) results 

The accuracy of the model presented in [Georgiadis19] was 97.93%. It is important to note that the 

main objective of the method proposed in [Georgiadis19accelerating] was to increase the classification 

speed by increasing the sparsity of the scores and reduce the model size through quantization and 

compression. Using a variation of the Exponential Golomb~ [teuhola1978compression] compression 

algorithm, the rate was reduced to 1.25 bits per sample. The model proposed in this work presented the 

same accuracy of 97.93%, but with a rate of only 0.82 bits per sample, thus reducing by 33.79% 

compared to the work in [Georgiadis19]. 

The following picture describes how the accuracy (%), the rate (kbps) and the operational cost (GIGA 

FLOPS) changes at each split configuration. For this scenario it is used the CIFAR-10 dataset. The 

neural network used in this experiment it was the ResNet-18. Sometimes if the network resources are 

limited, a split to save more resources in the Far EDGE can be used with the drawback of the rate 

increase. The best split decision depends on the available network scenario and how much resources 

can be used to run the desired split. 

 

Figure 40 Rate (Kbps) and Computational cost for each different split 
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4.4.3 How the proposed method can be mapped to the AI@EDGE? 

The proposed method can be deployed in the AI@EDGE architecture by deploying the models and sub-

models into AIFs. For example, consider the model used in this Section described in Figure 37. One 

option is to deploy the entire model inside one AIF. This scenario is shown in Figure 41 a). However, 

we can split the model into two sub-models called here “sub-model A” which contains the first layers 

and the “sub-model B” containing the remaining layers. The split is done to minimize the rate (Kbps) 

between the Far EDGE and the Near EDGE while not affecting the accuracy in a prohibitive way. The 

Split scenario is described in in Figure 41 b) and in Figure 41 c) and we can use the interface if3 to send 

the data between the two AIFs. 

 

Figure 41 Model and sub-models deployed in AIFs 
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5. Methods for predicting/forecasting future performance 

In an era where machine learning and wireless networks are increasingly intersecting, the demand for 

more efficient and intelligent systems is paramount. This section is segmented into two pivotal 

subsections, each addressing a unique yet interrelated facet of this interdisciplinary field. The first 

subsection delves into the integration of machine learning with wireless communications, specifically 

focusing on the optimization of distributed and federated learning systems in wireless environments. It 

examines how predictive radio awareness can be achieved through advanced machine learning 

techniques, thereby enhancing system performance. The second subsection shifts the lens to Mobile 

Edge Computing (MEC), a revolutionary paradigm for low-latency network services. Here, the focus 

is on how machine learning can predict key performance indicators and user mobility to optimize 

service migration and radio handoffs in a mobile edge computing context. Together, these sections offer 

a comprehensive view into the cutting-edge methodologies being developed to advance the synergies 

between machine learning and wireless networking technologies. 

5.1 Machine learning approaches for predictive radio awareness for 

distributed and federated learning 

Advanced machine-learning approaches, such as federated learning and distributed learning, need to 

exchange data and model update information frequently, including the distribution of an universal 

model to the participant nodes, the transmission of a partially trained model to other nodes, and essential 

control signalling and management messages. The origin of federated learning and distributed learning 

come from the Internet, where the default connectivity among the learning nodes is implemented with 

wired links such as optic fiber and local-area network (LAN). The properties of a wired link, including 

transmission rate, delay, jitter, packet error rate, and availability, are regarded as deterministic. When 

these learning methods migrate to wireless/mobile networks, the learning nodes suffer from a dynamic 

environment. The link performance of wireless transmission heavily depends on the quality of wireless 

channels. Since a wireless channel is highly dynamic and time-varying, a transmitter always prefers to 

adjust their transmission parameters for better performance. With the assistance of channel state 

information (CSI), the transmitter is able to adaptively choose its parameters such as the transmit power, 

constellation size, coding rate, transmit antenna, and MIMO precoding codeword to achieve great 

performance. If we can track and predict the CSI of all the links in a federated/distributed learning 

system, we can achieve better communication performance to guarantee the efficient operation of the 

intelligent system. Conversely, the system performance will be substantially degraded due to the lack 

of accurate CSI and then the wrong selection of transmission parameters.     

Through modelling a wireless channel into a set of radio propagation parameters, two statistical 

prediction approaches - Auto-Regressive (AR) and Parametric Model (PM) - have been proposed in the 

literature [DuelHallen07]. However, the modelling is fossilized, leading to a gap between these models 

and real channels, and - in addition - the parameter estimation process relying on complex algorithms 

such as MUSIC and ESPRIT is tedious, harmed its applicability in practical systems. As a data-driven 

technique, neural networks can avoid parameter estimation thanks to their data-driven nature, and 

therefore attract interest from researchers in the field of channel prediction. Making use of its capability 

on time-series prediction, a number of CSI predictors mostly based on deep neural networks were 

proposed [Jiang19]. However, the current deep learning-based prediction approaches focus on the 

single-user mobile environment, which does not fit with the multiple learning terminals working 

simultaneously in a distributed/federated-learning system. In AI@EDGE project, therefore, we focus 

on multi-user prediction for the setup of federated learning and distributed learning, which can train and 

predict the CSI of multiple users simultaneously. 
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5.1.1 ML Algorithms Description 

 

Figure 42 The structure of multi-user CSI predictor 

The prior model-based and data-driven methods focus on single-user scenarios where only small-scale 

fading is considered with the assumption that channel gains follow standard complex Gaussian 

distribution with a normalized channel gain. However, a practical wireless system must accommodate 

many users and simultaneously serve multiple active users. Due to the near-far effect, distance-

dependent large-scale fading among multiple users might differ by several orders of magnitude or tens 

of decibels (dB). Different links among ML nodes have different propagation distances, where previous 

single-user channel prediction cannot be directly applied [Jiang20]. We therefore design a multi-user 

predictor consisting of a bank of user-specific deep-learning predictive modules to deal with such 

power-gain difference. Figure 42 shows the structure of the multi-user predictor. The estimated CSI is 

first normalized by multiplexing a factor of 1/√𝛽𝑚𝑘, which denotes the effect of large-scale fading, 

where m standards for the mth transmitter for the learning/computing node, while k means the kth users 

connecting to this learning/computing node. Each deep learning (DL) module generally consists of an 

input layer, multiple hidden layers, and an output layer, can perform single-user prediction 

independently. Feeding the CSI measure for a user into the input feed-forward layer to generates the 

response to the activation of the input layer and then go through the first hidden layer. The structure of 

a hidden layer built by long short-term memory (LSTM) or gated recurrent unit (GRU), where the detail 

structure of a LSTM hidden layer is illustrated in Figure 43. The activation goes through the network 

until the output layer gets a predicted value, which is multiplexed by a factor of √𝛽𝑚𝑘.  
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Figure 43 The structure of a deep-learning prediction model. 

Differing from feedforward neural networks, recurrent neural network (RNN) has self-connections, 

feeding the activation from the previous time step back to the network as input for the current time step. 

As a class of classical neural networks, RNN is good at processing data sequences through storing 

indefinite historical information in its internal state, exhibiting great potential in time-series prediction. 

However, it suffers from the gradient exploding and vanishing problems with the gradient-based back-

propagation through time training technique, where a back-propagated error signal is apt to be very 

large, leading to oscillating weights, or tends to zero that implies a prohibitively long training time or 

training does not work at all. To this end, Hochreiter and Schmidhuber [Hochreiter97] designed an 

elegant RNN structure - long short-term memory - in 1997. The key innovation of LSTM to deal with 

long-term dependency is the introduction of special units called memory cells in the recurrent hidden 

layer and multiplicative gates that regulate the information flow. In the original structure of LSTM, 

each memory block contains two gates: an input gate protecting the memory contents stored in the cell 

from perturbation by irrelevant interference, and an output gate that controls the extent to which the 

memory information applied to generate the output activation. To address a weakness of LSTM, namely 

the internal state grows indefinitely and eventually cause the network to break down when processing 

continual input streams that are not segmented into subsequence, a forget gate is added. It scales the 

internal state of the memory cell before cycling back through self-recurrent connections. Although its 

history is not long, LSTM has been applied successfully to sequence prediction and labelling tasks. It 

has already gotten the state-of-the-art technological results in many fields such as machine translation, 

speech recognition, and handwriting recognition, and has also achieved a great commercial success, 

justified by many unprecedented intelligent services such as Google Translate and Apple iPhone Siri.  

Like a deep RNN consisting of multiple recurrent hidden layers, a deep LSTM network is built by 

stacking multiple LSTM layers.  Without loss of generality, Figure 43 shows an example of a deep 

LSTM network that consists of an input layer, three hidden layers, and an output layer. At an arbitrary 

time step, as illustrated in the left part of this figure, a data vector goes through the input feedforward 

layer to get an outcome, which is the activation for memory cells in the first hidden layer. Along with 

the recurrent unit feeding back from the previous time step, a new outcome is generated and then 

forwarded to the second hidden layer. This recursive process continues until the output layer.  Unrolling 

the network through time, as illustrated in the right part of this figure, the memory block at the first 
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hidden layer has two internal states at time step, i.e., the short-term state and the long-term state. 

Traversing the memory cells from the left to the right, it first throws away some old memories at the 

forget gate, integrates new information selected by the input gate, and then sends out as the current 

long-term state. The input vector and the previous short-term memory are fed into four different fully 

connected layer, generating the activation vectors of gates. Dropping some old memories at the forget 

gate, and adding some new information selected from current memory input, the previous long-term 

memory is thus transformed. Further, the signal passes through the activation function and then is 

filtered by the output gate to produce the current short-term memory, as well as the output for this 

memory block. 

Up-to-date knowledge of channel properties can greatly enhance wireless communication by allowing 

sophisticated rate adaptation and resource allocation. Often, the adaptation is performed at the 

transmitter based on the measured CSI piggybacked from the receiver. In a dynamic environment, such 

as those where distributed/federated learning carried in vehicular units, the CSI may already be outdated 

by the time it reaches the sender. Therefore, we look deep into the opportunities for predicting CSI in a 

dynamic network setting with moving devices. On the terminal side, the predictor is only responsible 

for predicting the downlink CSI for this specific user, where the multi-user predictor can be simplified 

to a single-user predictor. Figure 44 shows the possible structure of a receiver integrated a DL-based 

channel predictor that mainly consists of an input layer, an output layer, and multiple hidden layers. 

The first hidden layer is opened to detail the internal structure of an LSTM memory block and its 

information flow. To remain historical channel information, a tapped-delay line is applied to form a 

series of consecutive CSI samples for the input layer. The predictor is inserted between the channel 

estimator and transmission parameter selector, transforming measured CSI to predicted CSI 

transparently without any other modifications for a learning system. 

 

Figure 44 Illustration of the integration of a deep-learning predictor with the transceiver 
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5.1.2 Training Data Acquisition from Real Measurement 

 

Figure 45 Illustration of channel measurement hardware setup 

An overview of the scenario is shown in Figure 45. There are two computers running srsENB with 

srsEPC, and srsUE respectively, which are full implementation of software-defined radio applications 

of srsRAN. Both computers should have USB 3.0 ports for communication with Universal Software 

Radio Peripheral (USRP) B210. To observe a moving node in an indoor scenario, automatic guided 

vehicles (AGVs) with different speeds communicate with the BSs using different bands. The AGVs 

need to predict the rapid changes of CSI in real-time, perform mobile edge computing (MEC), and work 

with BSs for the adaptive transmission scheme to improve the efficiency and throughput of wireless 

communication systems. Specifically, we consider the SNR in the communication channel as a 

prediction target. Then the AGVs can use the predicted SNR to switch proper modulation modes to 

improve communication quality. The BSs can also adapt the transmission rate according to the predicted 

SNR. For an optimal simulation of AGV communication in indoor networks, we put our platform in a 

roomy demo laboratory (20mx10m), where there are also machines, pillars, tables, and walls with 

different materials, that can provide different types of reflections and create randomness as much as 

possible. Figure 45 (a) is a top view of the lab. There are two USRP devices, which connect to the srsUE 

and the srsENB machine respectively. We keep the srsENB device static in the corner of the lab. The 

srsUE device is then placed on an AGV, as shown in Figure 45 (b), which runs along the route as shown 

by the red dotted line in Figure 45 (a). So, we have created a relatively dynamic communication scenario. 

In srsRAN, on both sides of UE and eNB, a tracer for channel state information is implemented, so we 
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can easily monitor the data like reference signal received power (RSRP), received signal strength 

indicator (RSSI), SNR, bit rate, etc., as the system is running. Figure 45 (c) shows the window of 

running status and plots of some of the channel states.  

 

Figure 46 An exemplified plot of SNR data with timestep of every 10ms 

5.1.3 Results and Analysis 

We use the 12000 samples of the data for training and the remaining 2000 samples for testing, as 

exemplified in Figure 46. We have taken 32 filters each with 5 Kernels for CNN and 64 units for LSTM 

as an initial parameter configuration. Starting from an initial state with random values, the weights and 

biases are iteratively updated by Adam optimizer. The learning rate of 0.001 is derived from callbacks 

of the learning rate scheduler during training. We use the mean absolute error (MAE) to calculate the 

error between the predicted value and true value. As a baseline, we have taken 10-time steps of SNR 

observations to predict 1-time step SNR ahead. The same parameters are taken as above with a 

maximum epoch of 50 and 200 steps of fitting per epoch, we can achieve an MAE of 0.2661dB on the 

2000 samples of testing data. Figure 47 depicts the true and predicted SNR of 500 samples of test data. 

It can be seen from this figure that the predicted SNR is almost the same as the true value, which shows 

that the proposed model is very effective for predicting dynamic changing channels. 

 

Figure 47 Plot of SNR prediction results of 500 samples from test data 

We have taken the 5-time steps prediction from 10-time steps observations as a multi-steps prediction. 

By using the same structure and parameter of the algorithm, we can achieve MAE of 0.9973dB for the 
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fifth step of each multi-steps prediction on the 2000 samples of testing data. The result is shown in 

Figure 48. Compared with the result of single-step prediction, the multi-steps prediction shows worse 

prediction accuracy. But the error is still under 1dB, which is acceptable for system operations. We 

have also tried to change the hidden units and layers of the algorithms, Figure 49, where we change the 

number of units in LSTM layer. By increasing the LSTM units, only a slight improvement of accuracy 

can be seen, even though two layers of LSTM are used. Therefore, the number of hidden units has a 

minimal effect on the prediction performance when the training data is large enough. As a result, 

choosing a small number of hidden units and historical observations is possible and should be used for 

channel prediction to reduce the computation complexity needed for neural network training. Besides, 

if we compare the MAE of the predictor using one layer CNN with 32 filters and one layer LSTM with 

32 units, and another predictor using two layers of LSTM, both with 32 units. The former gets the MAE 

of 1.0309dB, as shown in Figure 49, while the latter achieves the MAE of 1.0388dB, which has verified 

that the LSTM predictor with CNN layer for data prepossessing outperforms the pure LSTM predictor. 

 

Figure 48 Plot of the results of each fifth step of 5-steps SNR prediction of 500 samples from test data 

 

Figure 49 MAE results of using different layer settings for 5 steps ahead prediction 
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5.2 Forecasting of measurable performance KPIs, capturing contextual 

RAN low-level and network layer data at the edge for user mobility 

Mobile Edge Computing (MEC) emerges as a new paradigm, to support latency sensitive network 

services by providing computational resources in the close proximity of end users. Network Services 

can be deployed as AIF chains at the MEC Edge Servers. Mobility management has unique difficulties 

when MEC is deployed with a BS. A MEC can only be accessible inside of its BS's coverage region, to 

start. Therefore, upon leaving the cell coverage area, a user must execute both a radio handoff (HO) and 

a service migration.  

To address this issue, we propose an ML algorithm that predicts the association of a user to a specific 

base station based on user mobility patterns. The algorithm is used by the Integer Linear Programming 

(ILP) algorithm to decide migration of AIFs from one MEC to another based on whether the user is 

going to do radio handover or not. 

5.2.1 Algorithm and dataset description  

For this research, we utilized the PyTorch machine learning framework to implement a Multi-layer 

Perceptron (MLP) algorithm. The network has an input layer of size 8, a varying number of layers with 

1024 hidden units and a single output layer. We included batch normalization between the layers to 

improve the performance of the model and a final dropout layer. We tested the model with 2, 4 and 6 

numbers of layers. The final layer of the network tries to predict whether a user remains or not in the 

same cell the next iteration, so the final output is a float in the range between 0 and 1. Figure 50 shows 

a schematic of the model architecture. 

 

Figure 50 NN architecture of the user mobility prediction model 

The dataset we used was produced in NS3. NS3 is a discrete-event network simulator used for 

simulating and analysing the performance of communication networks. It is an open-source software 

that provides a platform for researchers to develop and test new network protocols and algorithms. With 

NS3 we collected datasets of 12 base-stations for 27 runs, which were later separated per base-station. 
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We split the dataset in 23 runs for the training set and 4 runs for the test set. Data preprocessing was 

done to separate the data of corresponding base-stations based on user association. To test the variation 

in the model accuracy, we considered different amounts of temporal data context by including up to 3 

previous observations in the input data. This allowed the model to capture the eventual temporal 

dependencies in the user mobility patterns. Table 4 shows some example rows from the raw dataset we 

used. 

Table 4 Example NS3 dataset with the KPIs for the user mobility prediction 

 

5.2.2 Results and analysis  

The MLP training function has several parameters that can be adjusted to optimize the performance of 

the model, some related to the model structure, others to the dataset:  

• n_hidden parameter specifies the number of hidden units in each layer of the MLP. 

• n_layers parameter determines the number of layers in the MLP.  

• learning_rate parameter controls the step size used in the optimization algorithm. 

• epoch parameter specify the number of training epoch. 

• max_waiting parameter specifies the maximum number of epochs to wait for an improvement 

in the validation loss before stopping the training process. 

• batch_size parameter specifies the number of samples used in each iteration of the training 

process.  

• context parameter determines the number of previous observations included in the input data. 

• balance parameter controls whether the training data is balanced or not.  

The experiments we conducted involved especially the number of layers and the data context. We 

maintained the number of neurons in the hidden layers to the constant number of 1024. The learning 

rate was set to 0.0001, the epochs to 200 and the max_waiting to 10. The loss function used was the 

Binary Cross Entropy because we needed to discriminate if a user stays or not in the same signal cell, 

so we had only two possible outputs. 

Table 5 reports the total accuracy on the test set and the F1 score for the "transition class". 
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Table 5 Accuracy and F1(0) Score varying observation 

Context 0 1 2 3 

No. of 

Layers 

F1(0) Accuracy F1(0) Accuracy F1(0) Accuracy F1(0) Accuracy 

2 0.23 93.70 0.51 94.70 0.49 94.40 - - 

4 0.23 93.80 0.50 94.60 0.48 94.60 0.49 94.20 

6 0.27 93.80 0.49 94.60 0.50 94.60 0.50 94.20 

 

Figure 51 and Figure 52 represent the results according to the f1 score and the accuracy. As it is shown 

in the charts, the best results are achieved with at least a small-time context within the training data. It 

seems that the number of layers is not so relevant, but the accuracy and f1 score perform well with a 6 

layers structure. 

 

Figure 51 F1 distribution for the user mobility prediction model 
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Figure 52 Accuracy distribution for the user mobility prediction model 

The algorithm has been implemented and packaged as two AIFs: one for training and one for prediction. 

The first AIF reads user-supplied data from a datalake (e.g., S3-compatible storage) and performs the 

training of the MLP algorithm, persisting the resulting model on the same storage. The AIF downloads 

the model from the storage and exposes it as a REST service. 

5.2.3 Summary 

To maintain a positive customer experience, network adjustments can be planned and put into place in 

time by being aware of the exact breaking points in the network well in advance. In this study, the 

forecasted performance KPIs based on data captured at RAN and Network Layer at the edge, are meant 

to be used for decision making regarding VNFs migration or re-instantiating. 
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6. Methods for monitoring and preparing data 

In the following sections, we look at two methods that could be utilized in data monitoring. In the first 

part, we explore a framework for anomaly detection tailored specifically to the challenges posed by 

highly distributed 5G&B and edge computing environments. To address these complex requirements, 

a Federated Learning based framework for anomaly detection approach ideally suited for processing 

data dispersed across multiple devices and locations within the network. The second part deals with 

methods for the development of datasets that enable the machine learning base algorithm. These 

datasets have been thoroughly constructed to act as benchmark tools for the evaluation and comparison 

of data-driven algorithms. 

6.1 Anomalous event detection with federated learning 

Anomaly-detection modules are crucial elements within the analysis subsystems of the closed-loop in 

the modern network infrastructure. Their primary function is to trigger decision-making plans to 

reconfigure the infrastructure stack, making it resilient against the diverse set of impairments that occur 

during system operations. To accomplish this, we investigate the application of artificial intelligence 

and machine learning techniques to support these anomaly-detection subsystems within the closed-loop. 

At the state of the art, the SYRROCA (SYstem Radiography and ROot Cause Analysis) framework was 

recently proposed as an anomaly detection system for softwarized infrastructures [Diamanti22]. It has 

a machine learning engine to monitor the infrastructure, making use of LSTM (Long-Short Term 

Memory) autoencoders for spotting anomalies from a high number of time-series features collected at 

multiple network and system subsystems, in a centralized way. Although the SYRROCA framework 

proves its algorithmic capacity to spot anomalies and support fine-grained root cause analysis, its actual 

implementability to 5G and edge computing environments, which can be highly distributed and require 

stringent latency and resource efficiency guarantees, does call for a form of decentralization that we 

describe in this work. More precisely, in such environments, data is usually generated at multiple 

locations, and often needs to be processed in real-time while ensuring its privacy. To do so, we propose 

to use federated learning which is an innovative approach to machine learning designed to address the 

challenges of processing data that is distributed across multiple devices or locations around the network. 

6.1.1 Implementation of anomaly detection 

To customize the SYRROCA framework for the 5G environment, we leverage on a multi-layer LSTM 

Neural Network (NN) because such systems are optimized to learn both short and long-time correlations 

and seasonality in time-series, hence allowing to capture the behaviour of complex multivariate 

sequences. More precisely, LSTM NNs use encoders and decoders [Hochreiter97] in order to form a 

deep autoencoder to train metrics. An autoencoder is composed of two blocks:  

• Encoder: it compresses the original high-dimension input into the low-dimension latent space. 

• Decoder: it reconstructs input from the latent space, likely with larger output layers. 

In fact, LSTM autoencoders are trained to reconstruct the normal working conditions of a given system, 

i.e., based on a representation of the normal operation of the system [ChiPhung22], with minimum 

errors. When they fail in reconstructing these nominal conditions, the error increases. This occurrence 

can be translated as an anomaly. 

To adapt the SYRROCA framework to the 5G environment [BinRuba22] we group metrics from a 

reference 5G infrastructure into component-specific groups, i.e., CPU, Memory, Network, Radio and 

Disk, at different infrastructure levels, namely physical level, virtual level and Radio Access Network 

(RAN) level. Each sub-dataset is fed to a dedicated autoencoder, where all autoencoders share the same 

architecture. This reduces the complexity of the architecture and the training time.  
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In a distributed environment, these autoencoders are deployed in different nodes and trained collectively 

by means of distributed training. In our case, we employed the Federated learning paradigm to produce 

a learned common model that aggregates the knowledge obtained from all nodes participating in the 

process. 

6.1.2 FL Deployment of the Anomaly Detection Framework 

In a distributed environment, these autoencoders are deployed in different nodes and trained collectively 

by means of distributed training. In our case, we employed the Federated learning paradigm to produce 

a learned common model that aggregates the knowledge obtained from all nodes participating in the 

process. 

Federated Learning (FL) [McMahan16] performs a distributed training of AIML models at the edge 

network without the need for data collection and aggregation at the central cloud. In an FL environment, 

the whole process is governed by a central server, which is responsible for the initialization and 

assignment of hyper-parameters. The two main steps consist of training local models at the edge nodes 

and performing a global aggregation of the resulting parameters at the FL server.  

Our FL framework is implemented using Tensorflow Keras library for building and training the ML 

models at the client's side. For what concerns the aggregation algorithm at the server side, we use 

Federated Averaging approach (also called FedAvg); FedAvg, besides being computationally efficient, 

is sufficient for our data that is not highly heterogeneous (high heterogeneity may require a more 

sophisticated aggregation algorithm). Nonetheless, other aggregation algorithms may be further 

considered. The framework uses a Remote Procedure Call (RPC) Python library called gRPC to 

implement the communication system between the FL server and clients AIFs deployed across the 

network infrastructure. Built on top of HTTP/2, gRPC makes use of features such as bidirectional 

streaming and builtin Transport Layer Security (TLS). gRPC uses a fast, more compact, binary 

serialization format protocol called Protocol Buffers (protobuf). As gRPC can run procedures and code 

routines on remote machines by serializing and marshalling objects, the exchange of training functions, 

ML models and initialization parameters between the central server and the participating client AIFs, 

are treated as objects and transmitted as function parameters. 

We adapt the general FL process to the anomaly detection framework along the following steps: 

• Client registration: the process starts by the FL client's registration with the FL server to be able 

to participate in the training task; 

• Parameters initialization: the hyperparameters and the LSTM autoencoders are set at the server 

side; 

• Parameters sharing: in this step, the server sends the LSTM autoencoder model, the hyper-

parameters and the process configuration to the client AIFs; 

• Model training: each client trains the autoencoder model with its own available data;  

• Parameter aggregation: after each round of training, the model parameters are exchanged with 

the server and the global model is updated, either for inference or for a new round of training. 

• We stop the FL training after a fixed number of rounds, depending on the desired accuracy of 

the inference anomaly detection model. 

6.1.3 Data preprocessing and autoencoders training 

As a deployment strategy of the federated learning framework, we adopt an over-the-top edge-

computing friendly approach as described in Figure 53, where FL nodes are deployed as servers 

possibly detached from the actual sources of data yet supposed to be in strong proximity with the sources. 
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This implies the adoption of a data pipe-lining system able to distribute data or make data available at 

FL nodes in runtime. We used the 5G3E (5G End-to-End Emulation) [ChiPhung22] dataset, which is 

implemented at the CNAM CEDIRC lab. This dataset spans a duration of 15 days, with 14 days 

representing normal operating conditions, which were specifically used for training purposes. In the 

15th day, the infrastructure is injected with abnormal functional conditions that used to produce stress 

testing dataset used for experimenting the framework.  

 

Figure 53 Anomaly Detection Framework deployment  

During the training phase, data is fed as input to the autoencoders in order to learn how to map the input 

metrics to a compact representation through the latent space of the autoencoder. In our implementation 

each autoencoder is responsible for learning the nominal state of the system based on one type of 

resource. To do so, a preprocessing step of the dataset is needed. 

Data preprocessing involves two main steps. Firstly, the data is grouped based on the type of resource 

it represents. This step entails dividing the overall dataset into smaller sub-datasets that contain similar 

types of features (e.g., a sub-dataset could be for CPU-related features). 

Secondly, the input data is reshaped to fit the requirements of LSTM networks. The reshaping process 

involves organizing the data into a structure of "number of samples x number of steps 

x number of features". Where, the number of steps refers to a sequence of past observations 

that are provided as input to map to the output observation. 

When data is pre-processed, features are grouped according to the resource type. Each sub-dataset is 

fed to a dedicated autoencoder, where all autoencoders share the same architecture. This reduces the 

complexity of the architecture and the training time. 

6.1.4 Anomaly detection results 

After the training step, we have a common global model that captured the daily normal state of the 

infrastructure. To evaluate this FL model, we use the 5G3E [ChiPhung22] test set, produced by injecting 

different anomalies; the anomaly injection is done with different intensities to test the sensitivity of our 

model to anomaly severity.  The main goal is to be able to detect anomalous events which can affect 
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system performance, regardless of the anomaly behavior type.  demonstration we show how the injected 

anomalies affect the following system performance: 

CPU load: to test the effect of CPU overload on the system. 

Bandwidth limitation: to show what effect a limited bandwidth has on the running state of system 

resources. 

Packet delivery: different packet loss rates are considered. 

Table 6 Anomaly Detection Metrics Evaluation for CPU Resource in Physical Layer 

 

In the following, we present some preliminary results that are obtained from applying the trained model 

on test data. 

Table 6 shows values of 5 of the Anomaly Detection Metrics that evaluate our system performance for 

different number of clients on the CPU resource at the Physical Layer. We show that the accuracy, 

which is a fraction of correctly predicted points, is acceptable and in close range in all tests. The same 

thing is true for the recall matric which shows the fraction of true anomalies that are correctly classified. 

This is also applicable to all other metrics.  

Figure 54 illustrates the values of the mean square error (MSE) which is the mean square of the 

difference between the actual exhibited value and the predicted one. Here are the MSE values obtained 

from the CPU resource at the physical layer as a function of the number of clients participating in the 

training. The plots represent the intensity of anomalies injected for different testsets, here for example 

in CPU stress test, the CPU stress values are 10, 30, 50,70 per cent of its actual load. From Figure 54, 

we can observe that the MSE values change with the intensity of the injected anomalies. However, there 

is no direct correlation between them. This can be explained by the fact that the number of features used 

for training is quite high, it contains features that are not really related to the stress as we haven't really 

done any feature selection on the data. Also, the number of clients participating in the training affects 

the values of the MSE: we could notice that in all types of stress testing the MSE values changed in 

correspondence to the number of FL participants. 
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Figure 54 i) CPU Stress test, ii) Bandwidth Stress Test iii) Packet Loss Test of CPU resource at container layer 

6.2 Datasets to enable machine learning over diverse RAN and application 

scenarios 

We present here our work on creating curated datasets from multiple scenarios of interest to next 

generation mobile networks. These datasets have been generated with the objective of creation of 

benchmark datasets for evaluating and comparing data-driven algorithms as well as accelerating the 

development of machine learning algorithms from the vantage point of the mobile edge. While the 

dataset itself enables the development of machine learning algorithms for this domain, the diversity of 

the scenarios in which different datasets have been created also promote the understanding of the 

generalisability of the approaches developed through the transferability of knowledge between diverse 

network and application scenarios.  

6.2.1 Introduction 

The development of machine learning models relies on having representative data. Large scale data 

gathering in a radio network comes at an observation cost (storage, I/O bandwidth and, by extension, 

network QoS). It also requires the observation of the network over various network states 

(empty/congested, varying number of users) in various application use-case scenarios (flash crowds, 

high speed mobility). Network infrastructure is also highly heterogeneous with different base stations 

having different proprietary schedulers, different abilities to do MIMO/beamforming, different 

frequency ranges of low band and high band, and similar concerns. What does representative mean in 

the presence of this heterogeneity of radio infrastructure, network state and application use cases? How 

does one go about creating a representative dataset? Creating a single dataset that captures all the 

heterogeneity is infeasible because of the non-exhaustive nature of the variations in the environment. 

So, we must create datasets with clear indication of what scenarios are represented in them. This is 

essential to inform the community about the scope of the dataset, which directly impacts the scope of 

the models developed. While other methods of machine learning such as image recognition and natural 

language processing have for a while had standard datasets and benchmarks for quantitative comparison, 

this is not true for mobile communication network methods. With the existence of well-defined standard 

datasets, one can generate pre-trained models that can form the basis for the development of more 

specific domain-adapted models. From research as well as a development standpoint, this is a better 

alternative than having each dataset and model in the domain be created and tuned in silos, resulting in 

disjoint spurious work that does not benefit from incremental improvement. 

Most mobile radio network prediction and management tasks derive learning from similar base 

phenomena, like multipath fading, multi-user congestion, and handover. Leveraging fundamental 

outputs from a pre-trained model results in a base model that can be used as the starting point to fine-

tune or domain-adapt for many heterogeneous target domains or tasks, resulting in turn in more efficient 

modularized learning structures. For example, instead of separate prediction models for network 

throughput and end-to-end delay, one would start from a pre-trained structure that is then adapted to 
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predict delay or throughput. Another example is instead of training from scratch separate models for 

small high-band (mmWave) cells, and large mid-band cells, one would start from a pre-trained structure 

for 5G networks and domain-adapt with few samples of data from each specific deployment 

infrastructure. For pre-training to be useful to build on, it must be created over open datasets. For open 

datasets, one needs to properly communicate the applicability of the data to various learning tasks by 

stating how representative it is for those tasks. This requires statistics and formal scrutiny. We address 

this task of creating such a representative dataset, or rather a family of datasets.  

The essential components are the following. Below is a list of things that we consider essential for the 

development and adoption of machine learning methods for the domain of mobile radio networks.  

• Standardized open datasets for various application scenarios and network infrastructures  

• A standardized way to describe the variance captured in the datasets and the application 

scenarios they are applicable to  

• Formalised procedures for replicability and details on how the model generalises over various 

sub-domains 

• Pre-trained models that capture the base properties of the domain that can be used as a starting 

point for building domain- and task-adaptation over. 

We have a few key research questions that we would like to study and understand through the evaluation 

of these datasets. Firstly, we would like to understand how diverse in terms of the data generated are 

the scenarios that mobile networks need to support. Secondly, we want a fundamental understanding of 

the relationships to be modelled in the network to solve the tasks that we want to, using machine learning. 

And finally, we would like to evaluate the generalisability or transferability of the machine learning 

models developed for predictions pertaining each application and each network deployment scenario to 

other applications and network deployment scenarios, so as to understand if each model needs to be 

trained stand-alone with datasets specific to the task or the understanding in the models can be reused 

and built upon.  

6.2.2 Implementation 

The dataset requirements depend on the problem to solve. Datasets that include application metrics can 

be used to optimize the application, whereas metrics from the lower layers in the network can be used 

to both optimize the network and as input to the application. Datasets of network traffic traces are used 

in the forecasting of traffic to plan for changing resource demands, load balancing and more. Datasets 

of application metrics can be used to predict application performance. Base station radio metrics can be 

used to predict user resource requirements, and user QoS. So, with application metrics, one can make 

the application better, and with radio metrics one can make the network and/or the application better. 

Our focus is on radio metrics datasets from a base station perspective. The automation and optimization 

of the base station is where the complexity and main challenges, we believe, are concentrated. 

6.2.2.1 Challenges  

Generating representative dataset for this domain have some constraints, including the propriety nature 

of data from commercial radio base station equipment. There are limitations of the accuracy of data 

from simulator networks. Simulators are useful for testing specific aspects of a network such as a 

handover policy or an admission policy at large scale. They are also well suited for generating large 

amounts of data in diverse scenarios. However, they do not fully capture the complexity of the network 

infrastructure. Non-commercial testbeds, such as the srsRAN 5G SDR testbed, take us closer to reality 

by capturing real wireless signal propagation properties, and are well suited for prototyping applications. 

However, they are limited by the number of devices one can connect to them in a testbed environment, 

and so limiting the multi-user contention environment one can create. The same limitation applies to 
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commercial testbeds as well that might be at infrastructure manufacturing and telecom companies. One 

cannot create large multi-user contention scenarios, the handling of which is a major challenge. The 

advantages of simulators and testbed networks include that they are sandbox environments that allow 

for the creation of specific or rare scenarios to log and study, for example data from minority classes or 

rare classes for anomaly detection.  

Finally, data from a live network, realistic both in terms of signal and multi-user behaviour, has the 

restriction of constrained observation granularity in current telecom infrastructure, wherein high 

logging cost affects network efficiency and user performance. It also restricts the dataset to only contain 

observations from current and not future scenarios. 

Considering the constraints of these approaches for generating high-utility datasets, one needs to 

understand what can and cannot be learnt from each data source and device a way to learn models by 

combining multiple data sources to overcome the limitations of each. Such a curated dataset can have 

great impact in providing open reusable datasets and encourage the development of benchmarks and 

pre-training on them.  

The aforementioned challenges of generating data from non-commercial, and commercial testbeds as 

well as live networks is the reason, we resort to generating them from well-established network 

simulators. We choose the ns3 simulator ecosystem (Figure 55) wherein we begin with the base 

simulator and extend it with third-party components to create richness of scenarios through various 

traffic generating components, and the 5G radio component, with the ability in the future to extend it to 

include closed-loop implementations of AI algorithms using ns3-ai and ns3-gym. 

 

Figure 55 The ns3 ecosystem with several third-party plugin components available for the extension of the main simulator 

6.2.2.2 Scenarios 

To scenarios from which to generate datasets was decided upon based on the 3GPP document, TR 138 

913 - V1420 - 5G; Study on Scenarios and Requirements for Next Generation Access Technologies 

[3gpp17]. This document presents the scenarios that have been considered as challenging and 

interesting for the next generation access technologies. The document lists 12 scenarios, Indoor hotspot, 

Dense urban, Rural, Urban macro, High speed, Extreme long-distance coverage in low density areas, 

Urban coverage for massive connection, Highway Scenario, Urban Grid for Connected Car, 

Commercial Air to Ground scenario, Light aircraft scenario, and Satellite extension to Terrestrial. While 

it is of value to create datasets for all these scenarios. We select the Dense urban scenario since it seems 

to us to have the most impact. Each scenario here is a different type of infrastructure deployment, 
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however the different scenarios that we have been talking about previously pertain to variations that 

can be withing the same infrastructure deployment, with varying densities of users, presence of micro 

cells, varying densities of traffic etc. Table 7 describes the attributes defined by 3GPP for the dense 

urban deployment. 

Dense urban scenario description  

Table 7 Attributes to set for creating a dense urban scenario; Source: TR 138 913 - V1420 - 5G; Study on Scenarios and 

Requirements for Next Generation Access Technologies (3GPP TR 38913 version 1) 

 

Our ns3 scenario follows these attributes described (for some attributes in a scaled down manner) to 

create a dense urban deployment. Figure 56 and Table 8 describe the parameters used in the simulation 

of topology deployment, UE mobility, RAN and lists all the traffic applications being used nu the UEs 

in the network.   
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Figure 56 An illustration of the macro and micro layer topology with a hexagonally tessellated macro cells (3 base stations 

at each cell site with 120-degree beam angles) and random dropped micro cells (dots inside the macro cell areas). 

Table 8 Simulation scenario description 

Deployment Topology  UE mobility 

Hexagon tessellation macro cells 

• Macro cells: up to 21 

• Beam width macro cell: 120° 

Random drop micro cells  

• Micro cells: 3/macro cell 

• Beam width micro cell: 360° 

UEs  

• Up to 30 per macro cell 

 

Random waypoint mobility  

• 80% UEs are at slow walking speeds 

• 20% UEs are at driving speeds 

RAN Application traffic 

4G 

• FDD 

• Round robin / proportional fair 

schedulers 

5G 

• TDD  

• Round robin / proportional fair 

schedulers 

Traffic sources 

• Web browser activity 

• Adaptive video streaming 

• VR traffic 

o Minecraft 

o Google Earth  

o Virus Popper 

 

In a simulation environment one can create datasets with data sources from the UE RAN side, the base 

station RAN side as well as from the application server and client side. The ability to observe from all 

these vantage points to create a combined cross-layer monitored dataset is very valuable for developing 
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solutions at the edge wherein RAN metrics can be used to predict application specific QoS. Below we 

list all the observability points in the network that generate logs and provide information on logging 

resolution and time. Simulation time is only limited by the speed of the simulation and the number of 

varied scenarios we would like to generate.  

Observability 

• Periodic uplink and downlink delay measurement 

• Throughput measurement through a full buffer traffic generator 

• RAN measurements 

o At UE and BS 

▪ PHY: Signal quality 

▪ MAC: Scheduler decisions 

▪ RLC / PDCP byte traces 

▪ Handover 

o Additional BS observability created as needed 

▪ Buffer status report (BSR) 

▪ RLC buffer status   

• Application measurements  

o Packet traces for each application traffic 

o Application specific QoS 

• Mobility 

o Periodic location information of UEs  

• Logging resolution 

o Per scheduling time instant or TTI (1 ms for LTE and sub-ms for NR)  

o Per packet trace  

• Simulated time 

o 10 random instantiations of each scenario of 1000 seconds; 10,000 seconds of data per 

scenario 

6.2.3 Dataset characterization results 

We provide a visualization of the observable metrics in the datasets through various plots that showcase 

the characteristics of the data and the scenario. The presented plots are a subset of the observable metrics, 

chosen for their significance in providing insightful observations of the datasets. For conciseness, the 

visualization is limited to the urban dense macro+micro scenario, which encompasses both the macro 

layer and micro layer properties. 

The data in the dataset is categorized, separating those who move within the larger, sparse macro 

coverage area (referred to as macro UEs) and those in the smaller, dense micro coverage area (referred 

to as micro UEs). This classification emphasizes the diversity of the scenario and illustrates the 

differences in the observed metric characteristics based on the deployment context. 

Through this analysis, the aim is to highlight the presence of scenario diversity and the difficulties in 

transferring machine learning models trained in one context to another with different data distributions 

and relationships. 

6.2.3.1 Time Series 

Figure 57 shows the time series variations of Signal to Interference and Noise Ratio (SINR), Modulation 

and Coding Scheme (MCS), and one-way-delay metrics and provides an overview of the RAN state for 

a single run. Each plot consists of both UL and DL metrics (in red and blue respectively) overlaid with 

a dashed vertical line showing handover events along the time axis.  
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Figure 57 Time series of RAN metrics for sample UEs from different mobility groups of macro and micro layers in an 

arbitrarily selected run. Each plot consists of an overlay of the uplink metric, plot in red, and the downlink metric, plot in 

blue. Dashed vertical 

For each metric we show the time series for three different UEs in the network to demonstrate the 

differences between a fast UE, and slow UE in the macro layer and a UE from the micro layer. The 

macro layer UEs show more variation with time than the micro UEs. The fast macro-UE has 

significantly more handover events with frequent changes in associated base station due to its 

experience of fast changing signal quality and mobility across cell edges. The delay plot shows that as 

expected in a mobile network the DL delay is lower than the UL delay. Sudden spikes in UL delay 
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especially prominent in macro UEs could be a result of shadowing or high interference from the micro 

UEs.  

Note that the y-axes of the delay plots have been clipped to better show the variations, with the full 

distributions being shown in the histogram plots in Figure 59. 

 

Figure 58 Time series of application metrics for sample UEs from the macro and micro layer groups in an arbitrarily 

selected run 
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Figure 59 Histograms of a subset of metrics from the macro (left) and micro (right) layer of the urban dense scenario 

dataset 

Figure 58 presents a time series view of the application metrics from the three installed applications: 

web browsing, adaptive video streaming and VR. The web page load time metric is defined as the time 

required to request and fully load a web page of varying size, sampled from an estimated distribution 

Macro Micro 
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of current web page sizes. The Video Bitrate metric reflects the bitrate at which each video segment 

was requested, based on the current buffer occupancy, and estimated available bandwidth.  

The VR burst delay metric depicts the time taken for a VR burst of packets to be received at the UE, 

where each burst consists of a varying number of packets dependent on the context of the VR application. 

The VR burst throughput metric shows the throughput achieved over each of these bursts. 

Thess plots provide visual insight into the rate of change of the observed metrics over the dynamic 

network. 

6.2.3.2 Histogram 

The histogram plots offer a glimpse into the distribution of the metrics and reveal the disparities between 

the macro and micro layers of the scenario. Figure 59 displays histograms of the RAN and application 

metrics from the macro and micro layers. 

The higher probability mass on low SINR values in the macro layer is translated to a higher mass on 

the lower MCS values. Additionally, the macro layer exhibits longer tails in web page load time and a 

higher probability mass on lower values for video bitrate compared to the micro layer. The plots also 

suggest that the micro cell is empty for longer periods of time, likely due to its higher bandwidth, as 

indicated by the spike in 0 values for DL cell throughput when observed in time windows. 

6.2.3.3 Correlation Analysis 

A simple assessment of the relationship between metrics is achieved through a Spearman correlation 

coefficient heatmap between them. Since application metrics are reported at varying time granularity 

we plot this for RAN metrics to understand the RAN state for the macro and micro layers. We see that 

between the heatmaps in Figure 60, the correlation of UL SINR with UL MCS, UL delay and DL SINR 

are significantly different between the macro and micro layer metrics indicating differences in the 

dynamics of the network state within them. 

 

Figure 60 Heatmap of the Spearman correlation coefficient of RAN metrics for the macro and macro layers of the urban 

dense scenario dataset 

6.2.4 Summary 

The differences in the dataset characterizing figures here highlight how variations in deployment 

topology, user density, traffic applications, etc. result in data with different dynamics and distributions. 
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Through these insights, we pinpoint the need to explore and evaluate the generalizability or adaptability 

of machine learning models over diverse scenarios. Such an evaluation helps answer questions on how 

much of a trained model can be directly transferred, as well as how much we need to adapt models for 

scenarios expected to co-exist in future deployments and use-cases for 5G and upcoming 6G networks. 

The datasets created and potentially generated from the simulation scripts can be used to benchmark 

the performance of ML models. This also enables the community to approach the evaluation of ML 

models, such as for performance prediction, taking the inherent heterogeneity of networks and scenarios 

into consideration. 
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7. Platform Implementation 

In this section, we provide an overview of our implementation of two essential components in the NSAP 

architecture: the IOC and the Data Collection Pipeline (defined in Section 3, here after referred to as 

Data Pipeline or DCP). Our primary focus has been on creating a functional NSAP, which together with 

the MTO, is able to make placement decisions based in metrics retrieved and processed by the DCP and 

used by the IOC. With this implementation approach, we extend the compatibility of the NSAP with 

the CCP, validating the final implementation with multiple MEC systems. 

7.1 Intelligent Orchestration Component 

This section provides an exploration of the IOC implementation phases and architecture, providing a 

view on its core functionalities. Furthermore, a validation scenario will be presented, offering a practical 

demonstration of its role in enhancing decision-making and resource allocation in the AI@EDGE 

architecture. 

7.1.1 IOC architecture and implementation 

The IOC has undergone different prototyping phases, starting as a standalone entity which could 

retrieve metrics and make placement decisions based on the parameters sent by the MTO and the metrics 

retrieved from Thanos. This first prototype was developed to test the placement functionalities of the 

IOC while the rest of the components where not ready. Subsequently, when the Data Collection Pipeline 

(DCP) and metrics aggregator where present in the platform, the IOC moved into a non-standalone 

approach, relying on the DCP metrics to take decisions. These are the two versions developed: 

1. IOC SA: includes metric retrieval and processing of individual nodes on each MEC system. 

2. IOC NSA: has placement functionalities, including Node selection and MEC system selection 

and relies for the data retrieval job on the DCP. 

The IOC has been built in a microservice approach, and is also fully configurable, allowing it to move 

from different versions on start.  

7.1.1.1 IOC SA 

This first prototype has been divided in different microservices developed in Go Lang, which are then 

built on Docker images and finally deployed on 3 different Kubernetes pods. The services, illustrated 

in Figure 61, are as follows: 

• Thanos service: in charge of retrieving the necessary metrics from Thanos, to process them 

and send them to the Database service. This metrics include CPU, RAM and Disk availability. 

• Database service: acts as interface between the Thanos Service and the Cache database, 

implementing different methods to store all data.  

• Cache DB: A Redis instance that allows the IOC to have instant access to the necessary metrics 

for placement.  

• Placement service: This service oversees selecting the best node to place an AIF. It uses the 

metrics received and the requirements from the AIF Descriptor in order to calculate a priority 

for each node. Once calculated, the resulting list is sent to the REST API Server. 

• REST API Server: This server is continuously running waiting for placement request from the 

associated MTO. When a placement request is received, the information is sent to the Placement 

service, and the response from this microservice is then sent back to the MTO.  
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Figure 61 IOC standalone architecture 

7.1.1.2 IOC NSA 

This non-standalone version adds compatibility with two entities: the metric aggregator and the DCP.  

The metric aggregator is in charge of processing and aggregating data from different nodes to group 

them per MEC system, leaving a global view of each MEC system to the IOC, and allowing the 

Intelligent Acceleration Resources Manager (IARM) to choose the node to deploy the AIF. Furthermore, 

HW acceleration metrics are made available, allowing the IOC to make better decisions for the AIFs 

which require it. The available metrics are listed in Figure 62. 

This approach allows to reduce the volume of data sent from the different CCPs to the NSAP. By 

consolidating the metrics at the MEC system level, we streamline the data flow, resulting in more 

efficient communication and a reduced burden on network resources. Additionally, this approach allows 

a higher granularity at the CCP, enabling the IARM to take almost immediate actions at node level. 

 

Figure 62 Metrics list from the Metrics Aggregator 

Regarding the DCP support, it allows to introduce a refined division of responsibilities between the 

different components in the NSAP, relying on the DCP for the processing and storing of the necessary 

metrics. Furthermore, this version introduces a flexible system that supports both MEC system selection 

and node-level selection, depending on the predefined deployment configuration. This adaptability 
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allows for dynamic adjustments based on specific use cases, where for example the metric aggregator 

at MEC system level is not available. 

As can be seen in Figure 63, the NSA IOC has a smaller package than the previous version, introducing 

the DCP service which now assumes the role of retrieving metrics directly from the DCP through the 

REST API Server. 

 

 

Figure 63 IOC non-standalone architecture 

7.1.2 IOC – MTO interface 

The IOC has implemented a REST API interface to communicate with the MTO. In these 

communications, the MTO can request a placement decision to the IOC, and the IOC will send a list of 

sorted MEC systems to the MTO to trigger the placement on the selected MEC system. An example 

request is shown in Figure 64. 

When the IOC starts running, it starts an HTTP server that listens for MTO requests, with a Placement 

method that expects a list of AIF Descriptor parameters, that will allow the IOC to make a decision.  

 

 

Figure 64 Example of Placement request from MTO 

7.1.3 Validation methodology 

A validation scenario is proposed to validate the standalone version of the IOC with node system 

selection, which corresponds to IOC SA. Accordingly, IOC NSA version will be validated later in this 

document, in section 7.2.2, where the integration with the Data Pipeline is analysed, and in D4.2, where 

the IOC is integrated with CCP components.  

• This scenario focuses on the validation of the IOC placement decisions at node level, which is 

being analysed, together with the integration with the MTO through the MTO-IOC interface. 

o Testbed: FBK testbed. 

o Metrics (KPIs):   

1. Correct placement of AIFs  

2. Placement decision time 
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3. Time for recovery after unfulfilled AIF requirement  

o Steps:  

1. Deploy a Load generator AIF to increase the resource utilisation of a node.  

2. Deploy an AIF through the MTO interface and check the IOC made a correct 

placement decision. 

3. Repeat steps 1 and 2 to saturate a node and measure all KPIs.  

7.1.4 Node placement validation results 

As a first prototyping phase, this feature was developed to achieve a standalone IOC version which 

could take independent decisions without the existence of the IARM at MEC system level. In this case, 

as can be seen in Figure 65, a Prometheus instance in each node sends all relevant metrics to a Thanos 

deployment at NSAP level, which aggregates metrics from all nodes to make them available to the IOC. 

The IOC then retrieves Thanos data, processes, and store them in a Cache DB, to guarantee the 

immediate availability and reduce the placement time to a minimum.  

 

 

Figure 65 Node placement validation scenario architecture 

This test evaluates three aspects:  

• Correct placement of AIFs  

• Placement decision time 

• Time for recovery after unfulfilled AIF requirement  

7.1.4.1 KPI: Correct placement of AIFs 

First, we evaluate the capability of the IOC to select the node with best resource availability, together 

with the time to decide. To emulate resource utilisation of the nodes, a Load Generator test AIF has 

been created, making it possible to configure it to fill up RAM and CPU resources. Due to the nature 
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of Go Lang and the simplicity of the script that runs to fill up the resources, we do not get a constant 

RAM and CPU usage, but it is sufficient to evaluate the output and decision-time of the IOC.  

When a placement request is received, the IOC gives a score to each node, depending on the 

requirements of the AIFD received and the availability of the nodes. In this scenario, we have two 

different nodes: cluster-master and cluster-worker1. Both start with similar resources available, even 

though cluster-worker1 has slightly more RAM and disk availability, this is why in the first placement, 

the IOC decides to place the sentiment analysis AIF in this node, as can be seen in Figure 66.  

 

 

Figure 66 Placement request for sentiment analysis AIF 

Following this deployment, a Load Generation Test AIF is deployed to the cluster-worker1, filling up 

to 4 CPUs and 6GB of RAM memory. As we can see in and Figure 67 a) and b), cluster-worker1 

corresponds to the IP 192.168.0.211 (yellow line), and cluster-master to the IP 192.168.0.213 (blue 

line). Following this deployment, a new placement request is sent to the IOC for a sentiment analysis 

AIF. At the time of this request, the load generation test AIF is using up 2 CPUs, but no RAM. This 

reduction of CPU availability is enough to trigger the IOC into placing the new sentiment analysis AIF 

to the cluster-master, which has more available CPUs and will meet the requirements of the AIFD. 

 

 

Figure 67. a) RAM availability of both nodes in the MEC system, b) CPU availability of both nodes in the MEC system 



 

 

D3.2 Final report on systems and methods for AI@EDGE platform automation 

 

 

AI@EDGE (H2020-ICT-52-2020)  99 

 

We can finally see (Figure 68) the new sentiment analysis AIF deployed in the cluster-master, together 

with the Load Generator AIF and the previous sentiment analysis AIF deployed at the cluster-worker1 

at the beginning of the scenario. 

 

 

Figure 68 AIF deployed at both nodes 

7.1.4.2 KPI: Placement decision time 

In order to measure the placement time, a series of time measurements were included in the IOC’s code. 

Then, a placement test was conducted10 times, to be able to extract a mean of the time it takes for the 

IOC to decide. The results can be seen in Table 9. In this case, two measurements have been taken, the 

metrics retrieval time from the Cache database, and the total placement decision time, resulting in a 

mean of 4.9 ms for the metrics retrieval and of 7 ms for the total placement decision time.  

Table 9 IOC AIF placement time measurements 

Attempt # Metrics  
retrieval time (ms) 

Total placement  
decision time (ms) 

1 14.4 15.2 

2 2.9 3.7 

3 7 9.1 

4 1.6 10.2 

5 3.3 3.6 

6 0.9 1.2 

7 6.6 7.4 

8 5 5.8 

9 3.4 8.1 

10 4.2 5.1 

Mean 4.9 7 

 

In general, the metrics retrieval represents the highest amount of time, delaying the decision at certain 

points up to 14.4 ms. In any case, this mean of 4.9 ms represents a big improvement with respect to the 

metrics retrieval from Thanos, which was measured to be around 18 ms. This difference shows the 

importance of pre-processing and storing the data to make it available for the IOC when a placement 

decision is required, lowering the total placement decision time. 

7.1.4.3 KPI: Error-recovery time 

Finally, we analyse the impact of making an incorrect placement decision, which could happen on an 

IOC with random placement, or a very saturated scenario with few resources available. This incorrect 

placement decision would mean that the assigned node would run out of resources, having to kill the 

new process in order to guarantee the normal functioning of the rest of the running services. In this test, 

we deployed two replicas of the Load Generation Test AIF in the cluster-master, with a total CPU 

utilization of 8 CPUs, and 12 GB of RAM, surpassing the total resources allocated to the node, which 

are 4 CPUs and 12 GB of RAM in total.  



 

 

D3.2 Final report on systems and methods for AI@EDGE platform automation 

 

 

AI@EDGE (H2020-ICT-52-2020)  100 

 

As can be seen in Figure 69, Kubernetes confirms the process has been killed with the status OOMKilled. 

When this happens, a fallback scenario should start, triggering the IOC to make a new placement 

decision in a node with higher availability. This scenario has not been implemented; thus, we analyse 

the impact of deploying an AIF in a node without enough available resources.  

 

 

Figure 69 Terminal showing AIF process killed 

When this AIF is placed, the node normal functioning is interrupted until the new process is killed. This 

can be seen in the Thanos metrics (Figure 70), which stopped being received in cases where node 

resources were very scarce, confirming Prometheus process was affected by the AIF placement. In some 

cases, Thanos stopped receiving CPU metrics from the cluster-master Prometheus instance for 1:06 min, 

showing the importance of making correct placement decisions in the nodes. 

 

Figure 70 CPU metrics on cluster-master after node saturation 

These tests on this scenario have analysed the correct placement decisions of the IOC, the time to make 

a placement decision, and the impact of making an incorrect placement decision in a saturated node. 

This big impact of making incorrect decisions, is one of the reasons why the IOC will not take placement 

decisions at node level, and will leave this final decision to the IARM, which will be placed at MEC 

system level, being able to retrieve more granular metrics and take faster decisions that will imply a 

better placement overall. 

7.2 Reusable data pipelines 

7.2.1 DCP interfaces 

The DCP interfaces described above in Section 3.1 are implemented as follows. Figure 71 shows the 

general architecture of the DCP, with its different main components and examples of connections to 

data consumers and data producers. 

The Data Server is the main component in the pipeline. It serves as a first contact point for functions 

that need to consume data, and for producers to share and store data. For example, the IOC contacts the 

Data Server to ask for access to measured metrics about resource availability in the CCP. The Data 

Server then provides the IOC with access to the Data Repository (currently implemented as a Redis 

Database).  
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The Data Repository is the main database to store and share data. Other smaller local repositories can 

also be deployed in the CCP.  

The Data Collector is a component that can be deployed in different places to collect data from 

producers, such as Prometheus, and send them to the Data Server, which in turns will store them in the 

main Data Repository. The Data Collector can also store data in a local instance of the Data Repository, 

for faster access at the Near Edge or Far Edge. 

The Data Collector Registry is a database where all Data Collectors are registered. When the Data 

Server is requested to provide data that is not already collected in the main Data Repository, it checks 

the Data Collector Registry for the appropriate Data Collector to contact and request data.  

 

Figure 71 General Architecture of the Data Collection Pipeline 

7.2.2 Data pipeline and IOC integration 

The DCP has been implemented to allow an easy integration to other components that are producing 

and consuming data. In particular, the IOC component has been chosen as a use case to demonstrate the 

data pipeline functionalities and help making implementation choices for these functionalities. In these 

terms, the integration of the DCP with the IOC has been proven successful. For this integration, the 

IOC has been deployed in non-standalone mode, and with metrics aggregation support. In this case, all 

metrics have been served by the DCP directly, which oversees processing metrics from different data 

sources (Prometheus, metrics aggregator etc.).  
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Figure 72 DCP and IOC integration architecture 

The IOC adapted the retrieval of the metrics to support the new DCP formatting and storing of data, 

retrieving the latest metrics available to take a placement decision. In this scenario, we have successfully 

deployed all necessary entities for AIF placement that were described in the AI@EDGE NSAP 

architecture, including the MTO the DCP and the IOC. This can be seen in Figure 73, which shows all 

pods running in the NSAP, highlighting the main ones evaluated in this scenario. 

 

 

Figure 73 Containers running in NSAP 

To test the integration of the DCP with the IOC, several AIF deployments have been made, and the 

metrics retrieval time has been measured in order to guarantee a high performance and low-latency 

communication between the IOC and the DCP. As can be seen in Figure 74, an AIF has been deployed 

through an instantiation request to the MTO, using the beforementioned integrated versions of the IOC 

and DCP.  
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Figure 74 Instantiation of an AIF through the MTO 

When a placement request is made, the IOC extracts the necessary information from the AIFD, and 

requests from the Data Repository of the DCP all necessary metrics to make a decision. In this case, the 

IOC is working on metrics selection node, thus it will only take into account aggregated metrics which 

are being exposed by the DCP. As can be seen in Figure 75, the IOC is only retrieving metrics from 

MEC systems on IPs 10.9.251.10 and 10.142.39.88, ignoring data at node level.  

 

 

Figure 75 IOC logs on AIF placement request 

Finally, to make an average of the metrics retrieval time from the DCP, a set of AIFs have been 

instantiated, and the metrics retrieval time can be seen in Table 10, having an average of 4.4 ms. In this 

case, we cannot see a loss in performance when comparing the IOC standalone version with the non-

standalone version. Having the DCP in a separate pod and changing the type of metrics retrieved has 

not affected negatively in the performance, allowing the IOC to make fast placement decisions. 

Table 10 Metrics retrieval time from DCP 

Attempt # Metrics  
retrieval (ms) 

1 1,5 

2 7,1 

3 1,2 

4 1,7 

5 1,5 

6 3,3 

7 9,3 

8 1,4 

9 1,7 

10 15,6 

Mean 4.4 
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In conclusion, the IOC and DCP validation, together with the metrics aggregations at MEC system has 

been proven successful, showing a fast response time at the same time the DCP has brought some 

changes in how data is accessed and stored, allowing for future versions of the IOC to retrieve historical 

data and the possibility of making forecasts of the reported metrics for a higher resilience in IOC 

decisions. 

7.3 Conclusion 

In this section, we have presented two implementations of NSAP components from AI@EDGE 

architecture which have been implemented, the IOC and the DCP. The IOC provides the platform the 

possibility to optimise the placement of the AIFs in different MEC systems and has been successfully 

tested and validated both in its standalone version, as well as in its non-standalone version, working 

together with the DCP. On the other hand, the DCP provides a data collection and processing 

functionality, that in this specific use case, has enabled the IOC to retrieve essential metrics for its 

decision making. This implementation has also been validated and tested, working seamlessly with the 

IOC in the NSAP. 
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8. Data sources 

In Section 5 of D3.1 [D3.1], we reported on raw data made available to AI/ML algorithms by hardware 

and software components utilized in the project’s implementations. They corresponded to: i) container-

level data, collectable via Kubernetes in the SYRROCA framework (Section 4.2.1 of D3.1 [D3.1]); ii) 

physical-server-level data, collectable via Prometheus; iii) base-station- and UE-level data, collectable 

from SRS virtualized components; iv) WiFi-AP-level data, collectable from 5G-EmPower virtualized 

WiFi access points; v) application-server-level data, collectable from a video streaming application that 

uses the DASH protocol; vi) 5GC-level data, collectable from ATH 5GC. In the next subsection, we 

update the latter. 

8.1 Network performance real-time monitoring 

In this section, we provide an update of the list of KPI and alert data that can be collected in Prometheus 

format (https://prometheus.io) from the Athonet 5G core network, deployed as part of the 5G network 

of AI@EDGE’s integration testbed and of UC1, UC2, and UC4’s testbeds (cf. project Deliverable 4.2 

[D4.2] and Deliverable 5.2 [D5.2]). This data is exploitable by AIFs to monitor the network status and 

consequently take decisions on resource allocation, security, etc. An initial version of Table 11 was 

provided in Section 5.6 of project Deliverable 3.1 [D3.1]. The version provided here contains some 

additional parameters, made available with more recent versions of Athonet’s software. 

Table 11 Athonet core network KPI data 

Description of the collectable parameter Type 3GPP specification reference 

Number and type of NAS 5GS messages received over 

N1 interface 
KPI TS 24.501 

Number and type of NAS 5GS messages sent over N1 

interface 
KPI TS 24.501 

Number of NAS 5GS message decoding failures by the 

AMF 
KPI N/A 

Number and type of NGAP messages received over N2 

interface 
KPI TS 38.413 

Number and type of NGAP messages sent over N2 

interface 
KPI TS 38.413 

Number of NGAP RRC establishments and causes KPI TS 38.413 

Number of active UE connections KPI TS 28.552 

Number of UEs in the AMF KPI TS 28.552 

Number of UEs in MM-REGISTERED state KPI N/A 

Number of NAS 5GS messages received over N11 

interface by the SMF 
KPI TS 24.501 

Number of NAS 5GS messages sent over N11 interface 

by the SMF 
KPI TS 24.501 

https://prometheus.io/
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Number of NAS 5GS message decoding failures by the 

SMF 
KPI TS 24.501 

Number of PDU sessions currently active in the SMF per 

DNN or slice 
KPI TS 28.552 

Number of SUPIs in the SMF KPI TS 28.552 

Number of configured IP addresses per SMF KPI N/A 

Number of IP addresses currently in use per SMF KPI N/A 

Number of IP addresses reserved for a detached user per 

SMF 
KPI N/A 

Number of IP addresses associated with a detached user 

per SMF 
KPI N/A 

Number of UPF sessions per DNN or slice KPI N/A 

Number of GTP-U (N3) interfaces per UPF KPI TS 28.552 

Number of IP (N6) interfaces per UPF KPI TS 28.552 

Number of configured IP addresses per UPF KPI N/A 

Number of allocated IP addresses per UPF KPI N/A 

Number of allocated IP addresses per UPF KPI N/A 

Number of forwarded packets per UPF KPI N/A 

Number of dropped packets per UPF KPI N/A 

Number of forwarded bytes per UPF KPI N/A 

Number of dropped bytes per UPF KPI N/A 

Number of N5 sessions KPI N/A 

Number of N7 sessions KPI N/A 

Number of provisioned SUPIs in the UDR KPI N/A 

Number of provisioned data profiles in the UDR KPI N/A 

Number of PFCP messages received KPI N/A 

Number of PFCP messages sent KPI N/A 

Number of PFCP message decoding failures KPI N/A 

Overall CPU usage above 50% for more than a minute Alert N/A 
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Memory usage above 70% Alert N/A 

Memory usage above 90% Alert N/A 

Disk usage above 70% Alert N/A 

Disk usage above 90% Alert N/A 

Ethernet link down (for a specific interface) Alert N/A 

Network function service down (for a specific network 

function) 
Alert N/A 
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9. Conclusions 

This deliverable reported on the achievements related to the development of systems and methods for 

the automation of the AI@EDGE connect-compute platform. Updated descriptions of the internal 

design of the Network and Service Automation Platform (NSAP) have been provided. The NSAP is a 

framework for automation of network management that provides an environment for data-driven 

methods supporting decision making. 

The data-driven methods are supported by a data collection pipeline, which collects, stores, and 

redistributes monitoring data for multiple consumers, and an ML model manager, which provides life-

cycle management for machine-learning methods, including performance monitoring and re-training. 

The data collection pipeline and the model manager have been evaluated experimentally. 

Three classes of data-driven AI/ML methods for network automation have been developed and 

experimentally evaluated. Methods for optimising the deployment of distributed AI controls placement 

and migration of services at the edge in several context, including federated learning. Methods for 

predicting or forecasting future performance form a basis for proactive data-driven network 

management services. Methods for monitoring and preparing data deal with monitoring the network 

and compute platform, or with preparing or generating data for training ML-based algorithms. 

Two core components of the NSAP, the intelligent orchestrator component and the data collection 

pipeline have been implemented as software prototypes and integrated into the project’s connect-

compute platform. These components have been experimentally tested and evaluated together with the 

platform. 

The achievements reported in the deliverable are largely corresponding to the overall project Objective 

3 on designing and implementing a general-purpose network automation framework, capable of 

supporting flexible and reusable pipelines for the end-to-end creation, utilisation, and adaptation of 

secure and privacy-preserving AI/ML models. 
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